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Abstract

Wireless spectrum is amongst the most heavily used and expensive natural resources

around the world. Rapid growth in the wireless communication sector offers new

wireless applications and services resulting in increased number of users. Most of

the spectrum suitable for wireless communication is allocated to license holders or

service providers on a long-term basis and for large geographical regions. A Large

portion of the assigned spectrum is underutilized for a significant amount of time. A

fixed amount of spectrum and growing number of wireless applications or users results

in spectrum scarcity. Opportunistic spectrum access using cognitive radio technol-

ogy enables exploring vacant spectrum bands, thereby reducing spectrum scarcity

and improving the spectrum utilization. Spectrum agile cognitive radios can oppor-

tunistically identify the vacant portions of the spectrum and transmit on them while

ensuring that the services of the license holders are not affected.

Multi-hop cognitive radio network opens up new and unexplored service possi-

bilities enabling the wide range of pervasive communication applications. In the

multi-hop cognitive radio network, cognitive nodes sense a wide range of spectrum

for getting information about spectrum availability and follow specific policy to op-

portunistically use vacant portion. However, it will have a significant impact on the

routing performance, as the reliable knowledge of topology and channel statistics are

not available, especially in mobile and ad hoc cognitive radio network.

This work is proposing context aware, online and opportunistic routing algorithm

using Multi-Agent Reinforcement Learning, to deal with uncertainties and dynamic

environment of Mobile Cognitive Radio Ad hoc Network. Context awareness in multi-

hop cognitive radio network enables sensing of the physical environment and adapt

behavior accordingly. The observed context and strategic interaction among the mul-
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tiple agents help to route the packet successfully from source to destination. The

proposed routing scheme jointly addresses, link and relay selection based on trans-

mission success probabilities.

Multi-Agent Reinforcement Learning based online and opportunistic routing meets

the application demands of environmental aware computing. It learns from temporal

differences without the need for model of the environment and finds strategies to at-

tempt uncertainties. Reinforcement learning based agents are intelligent to learn op-

timal or near optimal solutions. The main goal is to allow the nodes to observe, learn

and respond to the dynamic operating environment in an efficient manner. Nodes

are dynamically learning about the spectrum and neighbouring node availability and

adapt behavior as per the environment.

The behavior and channel usage pattern of the primary user is analyzed to predict

chances of accessing spectrum band opportunistically. Non-deterministic traffic of

the primary user produces the stochastic observable outcome in the form of idle and

busy states which is characterized using Hidden Markov Model. Predicted channel

availability and channel characteristics are used to select the link at every hop.

Every node in Mobile Cognitive Radio Ad hoc Network is an intelligent agent

which tries to improve spectrum utilization and network performance. This Multi-

Agent Reinforcement Learning based stochastic routing scheme optimally explores

and exploits the opportunities in the network using Softmax action selection rule.

This sophisticated learning mechanism successfully explores opportunities in non-

stationary environment of Mobile Cognitive Radio Ad hoc Network. Proposed algo-

rithm outperforms the classical routing algorithms by reducing route re-discoveries,

packet drops and control overhead. Temporal difference policy evolution successfully

deals with the uncertainties and select the reliable path from source to destination.

Experimental and simulation results show the effectiveness of this algorithm.

ii
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Chapter 1

Introduction

1.1 Dynamic Decision Making

Dynamically complex and multi-dimensional problems in distributed environment

requires dynamic decision making. Dynamic complexity refers to complex time evo-

lutionary behavior and non-linear interaction between different elements of the sys-

tem (Pruyt E., 2006). The system behavior on multiple dimensions complicates the

strategy selection, especially when there is no best strategy on all dimensions over

time. Dynamic decision making problems require understanding of control dynam-

ics in complex and real world systems (Cleotilde et al., 2005). The following points

differentiate Dynamic Decision Making from classical form of decision making:

• Series of decisions are taken to reach the goal instead of single decision

• Interdependence of previous decisions

• Dynamic or non-static environment

• Real time, on-line decision making

In dynamic decision making, environment changes autonomously or due to pre-

vious action selection of the decision maker. Dynamic decision making environment

has following unique properties:
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Dynamics: Characterized by constant change in an environment and dependency of

the system on its previous state. Self correcting loops improve the performance

in long run.

Complexity: The number of interacting elements within the system increases com-

plexity which results in difficulty to understand the behavior of the system.

Complexity is function of decision maker’s ability to observe and analyze rela-

tionship and interaction among components of the system.

Obscureness: There are some imperceptible aspects of the system which result in

obscureness. The ability to gather knowledge about components of the system

helps to take better decisions.

Dynamic Complexity: The environment changes autonomously or due to previous

action selection of decision makers which is referred as dynamic complexity.

Dynamic complexity in environment makes it hard to understand and control

the system.

To solve dynamic decision making problems, it is required to have context aware-

ness of the dynamic environment. Parameters of the system should be adaptively

adjusted based on the interactions with the environment and competitive or coopera-

tive users. The existence of other multiple users characterizes these types of problems

into multiple agent/decision maker interaction problems. Multiple agent interaction

problems predict the system behavior and guide future action selection for all users.

The involvement of multiple agents or decision makers having their own interest,

goals, views and preferences complicate decision making procedure. High degree of

uncertainties and dynamics of the broader context, directly or indirectly impact many

current and future decisions. Decisions in distributed and dynamic environment have

following characteristics:

• Decisions are taken by multiple agents using current observation sequence and

perceived local environment.
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• Environmental state transitions and the observed new information is used for

further planning and decision making strategy.

• Current decision constrain future decisions.

• Inevitable changes in state of the environment making it difficult to find ab-

straction of reality.

• It is required to monitor and understand the temporal constraints on decision

making in dynamic environment as there are non-linear and stochastic effects.

1.2 Context Awareness in Dynamic Environment

Traditionally each agent is trained to follow predefined set of rules. It is not possible

to change these rules dynamically in response to the dynamic environment. Statically

defined number of states and actions are not able to identify new states and events in

uncertain environment. Statically defined behavior in dynamic environment results

in suboptimal performance.

Context awareness refers to the system that senses the dynamic physical envi-

ronment and adapts behavior accordingly. Any information or knowledge used for

characterizing situations is called context (Dey A. K., 2001). Context awareness is

concerned with acquisition of context using sensors to perceive situations and provid-

ing abstraction. Context awareness helps decision makers to,

• Decide applications behavior or action selection based on recognized context.

• Be able to observe the environment, learn from dynamics and respond to un-

certain environment efficiently (Kok-Lim A. Y. et al., 2012).

• Be able to identify new states, situations and analyze them to learn near optimal

behavior.

• Achieve adaptive behavior and intelligence by evaluating its actions with the

help of interactive feedback from the environment.
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1.3 Machine Learning for Context Awareness

Intelligent context aware agent needs to use collected knowledge from experiences,

learn from dynamic changes and act optimally in complex and uncertain situations

(Kulkarni P., 2012). Context aware systems achieve intelligence using machine learn-

ing. Machine learning has many facets like memorization, inference, etc. Learning

enables agent to take better decisions in uncertain and dynamic environment.

Development and enhancement of computer algorithms with machine learning,

meets the decision-making requirement in practical scenario. Machine learning algo-

rithm collects and analyzes information from multiple sources. It picks up relevant

data and uses it to decide behavior in similar situations. Nature of learning is clas-

sified into three broad categories depending on learning from, 'Signal' or 'Feedback'.

These categories are:

Supervised Learning: Learning on class of examples that is inferring from labeled

data. Agent learns the model using training sequence and evaluates the learned

model using testing sequence. Every example in training sequence is a pair

consisting a vector of input objects and the desired output value consisting of

the supervisory signal. The accuracy of learning is defined by prediction of

correct output signal for any valid input object.

Unsupervised Learning: Learning from unlabeled data that is finding hidden struc-

ture using similarity and differences. Training data provided for learning algo-

rithm is unlabeled and there are no means for evaluating proposed solution. In

unsupervised learning, neither explicit target outputs are associated, nor envi-

ronmental evaluations for each input is given. A large amount of data is studied

and analyzed to find statistical patterns to represent structure of the data.

Reinforcement Learning (RL): This class of learning algorithms includes deci-

sion making agent which learns by direct interaction with a dynamic environ-

ment. The agent learns the best policy that is sequence of actions that maximize

total reward by trial and error interactions with the environment. In RL, agent
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needs to discover 'what to do ' and 'how to map ' situations corresponding to

the action. Reinforcement differs from providing instructions. Instead of telling

what to do, it expresses a reasoned opinion on agent’s past performance. RL

agent uses critic to learn and generate internal value of intermediate changes or

actions in terms of how changes enable to reach the goal state.

The behavior of the agents can be programmed in advance, but to deal with the

dynamic environment, agent should learn new behavior online by observing changing

context. Continuous online learning of changing scenarios or context evolve with time

to approximate the appropriate policy. Agent’s systematic and continuous learning

of dynamic environment gradually improves its performance and also the system’s

performance (Lucian B. et al, 2008). Reinforcement learning is for developing com-

puting agents that can learn optimal behavior by analyzing context to decide policy

in dynamic environment.

1.3.1 Reinforcement Learning

Reinforcement learning (RL) is aimed at discovering agent behavior so that a target

task is achieved in an unknown environment. Reinforcement learning can be suc-

cessfully utilized for dynamic environment and multi-agent systems, as it does not

require any information about the dynamics of the environment (Abul et al., 2000).

RL agent perceives environmental dynamics in the form of state and selects action as

per probabilities in that state. As per the action performed, environment changes to

a new state and agent receives a scalar reward. The reward is used to evaluate the

correctness of action selection and policy under consideration (Hinojosa et al., 2011).

1.3.2 Agent-Environment Interaction

RL is mapping of dynamic scenarios to actions such that numerical reward is maxi-

mized (Sutton and Barto, 1998). Agent discovers new behavior by trying new action

with more reward. Agent’s trial and error interaction experience is used to determine

desired behavior representing various dynamic scenarios.

CHAPTER 1. INTRODUCTION 5



Multi-Agent Reinforcement Learning Based Routing in Cognitive Radio Network

Agent interacts with the external environment. It perceives the state of the en-

vironment at time t, where discrete time step t = 0, 1, 2, 3, ... . Depending upon

state st, agent takes an action at, at time t. The agent receives a numerical reward

rt+1 ∈ < and environment changes to st+1 as a consequence of its action at time step

t + 1. Agent updates action selection probabilities at every time step, representing

agent’s policy at that instance. The agent’s policy πt(s, a) is the probability of se-

lecting at = a in st = s at time t. As per dynamic situation, current context and own

experience, the agent changes its policy to increase the reward in long run.

Figure 1.1: Agent-Environment Interaction

The agent and environment interaction is shown in Figure 1.1 with the help of

three signals: state, action and reward. Agent evaluates its own actions and pro-

vides knowledge to learning elements for improving policy of action selection. This

representation of the interaction between agent and environment is widely useful, ap-

plicable and sufficient to represent most of the decision-learning problems. Some of

the important elements of RL are:

Policy: The policy is definition of action selection probabilities with respect to the

particular state. The value function of the state St with respect to particular

policy π is defined as cumulative numerical reward received by the agent and

represented as V π(st).

Goal and Reward: The goal of the RL agent is formalized in the form of increasing

cumulative numerical reward over the long run. Formalizing the idea of goal in
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terms of reward signal is a distinctive feature of reinforcement learning.

Returns: Is a specific function of the reward sequence up to final time step T ,

denoted as RT = rt+1 + rt+2 + rt+3 + ... + rT , where T is final time step. The

RL agent tries to maximize the return over Finite-Horizon or Episodic task.

1.3.3 Markov Decision Process

Markov Decision Process (MDP) is a promising mathematical framework for mod-

eling decision making in the environment where outcome is partially random and

partially under control of decision maker/ learner/ agent. MDP is useful for study-

ing optimization problems solved via reinforcement learning. RL task satisfying the

Markov property is represented using MDP, where the state and reward in next time

step depends only on the current state and action. A finite MDP is defined as a tuple

≺ S,A, f, ρ � where:

• Set S represents the state space

• Set A is action space

• f : S × A⇒ S, State Transition Probability Function, where sk+1 = f(sk, ak)

• ρ : S × A→ R, Reward Function

The stochastic process represented using MDP is in one of the state s at time t.

Agent chooses action a available in s. The process transits randomly in state s′ in

next time step t + 1 and agent gets reward of Ra
ss′ using reward function ρ. Chosen

action in current state s influences the probability of process moving into its new state

s′. Specifically, it is denoted by the transition probability P a
ss′ . Thus the next state s′

depends on the current state s and the decision maker’s action a. The state transition

function f of an MDP process satisfies the Markov property, as given by s and a. The

next state s′ is conditionally independent of all previous states and actions. These

quantities, Ra
ss′ and P a

ss′ specify all the important aspects of the dynamics of MDP

(Huang Z. et al., 2011).
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1.3.4 Value Function

The value function is the function of the state to represent the effectiveness of the

state for the agent and it is defined in terms of expected future reward. As the future

benefits/rewards are dependent on choice of action, value function is defined with

respect to policy under consideration.

The value of a state s under a policy π, denoted by V π(s), is the expected return

when starting in s and following the policy π. If agent chooses to follow the policy π

and maintain average of actual return for each state encountered, then average will

represent the state’s value V π(s). As this method of estimation involves averaging

over random sample of actual returns, it is Monte Carlo method of estimating value

function.

If there are many states, then maintaining separate average of every state is not

practical. Instead, V π(s) is maintained as parametrized function which tunes the

parameters to better match the observed return. This kind of approach can produce

accurate estimate depending on the nature of the parametrized function approxima-

tion used.

1.3.5 Action Selection

The important and distinguishing feature of RL is that it evaluates the action taken

rather than instructing with correct action, like in other forms of learning. This

requires active exploration using trial and error search for finding good behavior.

In the simplest form of reinforcement learning task, agent has to choose among n

different options or actions. After each action selection, agent receives a numerical

reward chosen from a probability distribution as per action selected. Agent’s objective

is to maximize the expected total reward over multiple runs.

Expected reward with every selected action decides the value associated with that

action. Agent maintains the estimate of action values. At any given time, the action

with the maximum value is called a Greedy action. The selection of greedy action is

exploiting current knowledge of the values of the actions. Selecting any non-greedy
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action is perceived as exploring, as it enables to improve value estimate of non-greedy

action’s. Exploitation may maximize the expected reward on an individual instance,

but exploration may produce greater total reward in the long run. In any specific case

or application, whether it is better to explore or exploit depends on precise values of

estimate, degree of uncertainties and the number of remaining plays. Action selection

in RL has following properties:

• The reward received by the agent after each action selection gives information

about goodness of the action.

• Received reward doesn’t say anything about action’s correctness or incorrect-

ness, or whether it is the best or worst action selection.

• Correctness is relative property of actions that can be determined only by trying

all of them and comparing their reward.

• The agent inherently requires explicit search among the alternative actions using

generate-and-test method.

• Agent tries actions, observes their outcomes and selectively retains those that

are most effective. This is learning by selection instead of learning by instruc-

tion.

1.4 Cognitive Radio Network

Rapid growth in the wireless communication sector has resulted in increased number

of users and number of new wireless applications being offered. These applications

demand more spectral bandwidth to support diverse services like Voice Telephony,

Web Browsing, Text and Multimedia Messages. A fixed amount of the spectrum

versus growing number of wireless applications or users results in spectrum scarcity

due to frequency allocation structure of command-and-control. Wireless spectrum

is amongst the most expensive and in-demand natural resource around the world.

Large portions of the spectrum suitable for wireless communication are allocated to

CHAPTER 1. INTRODUCTION 9



Multi-Agent Reinforcement Learning Based Routing in Cognitive Radio Network

license holders who maintain exclusive rights to their allocated spectrum. According

to the statistics of the Federal Communications Commission (FCC), many portions

of the allocated radio spectrum are underutilized for a significant amount of time.

The temporal and geographical variations in the utilization of the assigned spectrum

which range from 15 % to 85 %.

The limited available radio spectrum and the inefficiency in spectrum usage neces-

sitates a new communication paradigm to exploit the existing spectrum dynamically.

Dynamic Spectrum Access (DSA) is proposed to be an efficient technique for solving

current spectrum scarcity problem. With DSA, unlicensed users may use licensed

spectrum bands opportunistically in a dynamic and non-interfering manner. This is

achieved by recent advancements in software defined radios, allowing to operate on

any frequency band in a wide spectrum range with minimum channel switching delay.

This spectrum agile device is known as Cognitive Radio (CR), which is able to oppor-

tunistically identify the vacant portions of the spectrum and transmit on them, while

ensuring that the Primary User’s (PUs) service is not affected (Mitola and Maguire,

1999).

CR nodes networked together which form the Cognitive Radio Network (CRN),

provide high bandwidth to mobile users via heterogeneous wireless architectures and

dynamic spectrum access techniques. Spectrum scarcity and under utilization prob-

lems can be solved by opportunistically accessing the underutilized licensed bands

without interfering with existing users.

1.4.1 Cognitive Radio

Cognitive radio is formally defined as (Akyildiz I. et al., 2006),

A cognitive radio is a smart radio, having the ability to sense the external envi-

ronment, learn from history, and make intelligent decisions to adjust its transmission

parameters according to the current state of the environment.

Cognitive Radio is an intelligent wireless communications system using reconfig-

uration ability and agile functionality of Software Defined Radio (SDR). Cognitive

Radio (CR) is built using,
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Cognitive Modules: Cognitive(sensor) modules sense the environment, learn from

the history of sensed observations (modeler), and adjust the transmission pa-

rameters of the SDR. These modules help to find unused portion of the spectrum

and select best available channel with its parameter for transmission at partic-

ular time and location.

Reconfigurable SDR: SDR provides capability to dynamically change transmis-

sion parameters of the radio as well as modulation / demodulation scheme in

software. It dynamically programs cognitive radio to communicate on a variety

of frequencies according to the radio environment.

CR is having awareness of its environment. It learns from environment about

spectrum occupancy, network traffic and adapts to new scenarios based on current

situation and previous experiences.

1.4.2 Capabilities of Cognitive Radios

The capabilities of Cognitive Radios are:

• Frequency Switching: A CR can dynamically select the operating frequency

based on current context of spectrum usage.

• Adaptive Transmission Characteristics: Transmission characteristics are

updated dynamically to exploit opportunities for spectrum usage.

• Transmitting Power Control (TPC): A CR can vary the transmission at

allowable limits whenever necessary. It can also reduce it to a lower level for

greater sharing among multiple nodes.

• Geo-Location determination: A CR can incorporate ability to determine

location of own and the location of other transmitters (e.g. by using GPS). The

appropriate operating parameters such as the power and frequency are selected

as per location.
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• Spectrum negotiation: A CR may incorporate capabilities to negotiate spec-

trum access on an ad hoc or real-time basis.

Figure 1.2: Cognitive Radio Cycle

1.4.3 Cognitive Cycle

Cognitive Radios determine their behavior in a reactive or proactive manner based

on the external environmental stimuli, as well as their goals, capabilities, experiences

and knowledge (Barve S., 2014).

Phases of the cognitive cycle are shown in Figure 1.2. Details of these phases are

as follows:

• Spectrum Sensing: Here available spectrum bands are monitored and sensed

to capture their information e.g. interference, spectrum holes etc.

• Radio Scene Analysis: The characteristics of the detected spectrum holes

are determined (Cormio and Chowdhury, 2009).

• Channel State Estimation and Predictive Modeling: During this phase,

capabilities of configuration are discovered based on spectrum sensing results

and exploiting past experiences and knowledge (Sharma M. et al., 2007).
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• Configuration Selection: Best configuration is selected based on the perfor-

mance requirements of the cognitive user.

1.4.4 Architecture of Cognitive Radio Network

Figure 1.3: Architecture of Cognitive Radio Network

The most general architecture of the CRN is shown in Figure 1.3, which distin-

guishes two types of users sharing common spectrum:

• Primary Users (PUs): Have exclusive right and priority in spectrum utiliza-

tion within the band, they are licensed.

• Cognitive Users (CUs): Have access to the spectrum in a non-interfering

manner with PU. Secondary user is equipped with CRs having additional func-

tionality of reconfiguration and cognitive capability to explore spectrum access

opportunities.

CRN operates in a mixed spectrum environment with both licensed and unlicensed

bands. CU should access the spectrum in an opportunistic manner. CRN can be

deployed as infrastructure network or ad hoc network,
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• Infrastructure based CRNs can access their own base station or base station of

the primary network.

• In ad hoc CRN, CUs can communicate with each other on licensed or unlicensed

spectrum band.

CUs can operate in both licensed and unlicensed band, with varying functionality.

CUs on licensed band can be deployed to exploit the spectrum holes. The main

concern for CU on licensed band is detection of the PUs, selection of the best spectrum

for communication, interference avoidance with PUs and spectrum handoff in case of

PU appearance.

CRN in Unlicensed/ Industrial, Scientific and Medical (ISM band), is deployed

for fair spectrum usage policy among different users (Jian Tang et al., 2010). Due

to an open spectrum policy of ISM band, innovative applications and technologies

have increased causing interference among multiple networks. CUs should cooper-

ate with each other for sophisticated spectrum sharing. Cognitive Radio Network

however, imposes various challenges due to the wide range of intermittent spectrum,

heterogeneous wireless architecture and diverse service requirements of applications.

1.4.5 Context Awareness in Cognitive Radio Network

This work advocates the use of RL to achieve context awareness. The capability

enhancement using RL is of paramount importance for general functionality of CRN.

Context awareness using RL has gained tremendous popularity for offering substantial

network wide performance enhancement (Kok-Lim A. Y. et al., 2012).

• Every host in CRN should be continuously aware of its surrounding physical

environment for taking more accurate decisions.

• Each decision or action selection in CRN require knowledge about PU activity,

spectrum occupancy, multiple cognitive users with their strategies and mobility

of hosts.
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• Action selection based on this gathered context or collected knowledge, helps

to improve performance of CRN.

1.5 Routing in Cognitive Radio Network

Multi-hop cognitive radio network opens up new and unexplored service possibilities

enabling wide range of pervasive communication applications (Cesana M. et al., 2011).

Multi-hop CRN can be constructed by relaying the information through intermediate

nodes between source and destination. There are two main reasons behind the need

of multi-hop CRNs:

1. Due to opportunistic access and intermittent spectrum availability every source

- destination pair cannot share common communication channel. Intermediate

nodes between source and destination can be used to handle this heterogeneity.

These intermediate nodes can switch between the common channels along the

path to reach appropriate destination.

2. Use of shorter distances with less transmission power of channel meets the trans-

parency requirement of primary network, instead of longer distances with more

power. Reduced transmission power maintains channel quality and requirement

of signal-to-noise-ratio for shorter distances. Therefore, longer distance between

source and destination is divided by few shorter distances having same channel

quality using intermediate relay nodes.

In Multi-hop CRN, cognitive nodes sense a wide range of spectrum and get infor-

mation about spectrum occupancy and availability. These cognitive nodes then use

specific policies to select one out of the available spectrum bands. The set of available

channels from node to node are different. Moreover, the existence of multiple users

(Primary or Cognitive) and their varying demands of transmission have great impact

on path selection and routing.

Well-designed multi-hop CRN’s provide high bandwidth efficiency, extended cov-

erage and ubiquitous connectivity for wireless users. However, special features of
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CRN raise several unique challenges due to high fluctuation in available spectrum

and incomplete knowledge of the topology, especially for the routing process.

The problem of routing in multi-hop CRNs targets the creation and mainte-

nance of the wireless multi-hop path among cognitive nodes by deciding both relay

node and the channel to be used on each link of the path.

Traditional routing algorithms will be inefficient to handle dynamism of CRN. In

CRN, quality of the end-to-end route is not only dependent on throughput, band-

width, and delay, but also on path stability, interference and behavior of multiple

users (PU or CU) competing for same spectrum resources. The dynamic spectrum

which is intermittent in terms of both time and space keeps surrounding environment

dynamic, resulting in reallocation of spectrum and forwarding nodes. This necessi-

tates the collaboration between spectrum management and routing modules.

1.6 Research Challenges

There exist several research challenges that need to be investigated for providing the

efficient routing solution in cognitive radio network:

• Spectrum Awareness: Tight coupling between spectrum management mod-

ule and routing module is necessary for formulating efficient routing solution.

The routing module should be context aware and collaborative with the entire

cognitive cycle to make more accurate decisions.

• Exchanging Routing Information: In highly mobile and dynamic environ-

ment, information exchange is the only means of creating view of the overall

topology of a network. As the CUs are using spectrum as a visitor, use of

common control channel for information exchange can also be affected by PU

activities (Jiao and Yuqing, 2010). Modeling of the routing solution by consid-

ering the above facts will significantly improve its performance.

• Dynamic Topology and Intermittent Connectivity: The connectivity

between neighbouring nodes is significantly affected due to the mobility of CU
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or the appearance of PU. This results in rapid change in reachable neighbouring

nodes. For this reason, prediction based topology construction can be used for

the creation of more stable paths (Guan Q. et al., 2010).

• Route Maintenance: The selected route may become unavailable due to in-

termittent spectrum or mobility of the node. The routing should be reactive

to these spectral and topological changes. Re-routing not only changes the

spectrum to be used but also changes the participant nodes in path formation.

Therefore, it will be beneficial to design spectrum aware routing solution.

• CUs Behavior: Spectrum Utilization among multiple CU at every hop along

the path can be improved by jointly studying their behavior. The main challenge

is that each cognitive node must explicitly consider other cognitive nodes, and

coordinate their behavior with each other, such that it results in a coherent

joint behavior.

1.7 Motivation and Problem Definition

Motivations behind the study of routing in Cognitive Radio Network are:

• CRN is a complex and dynamic system with various uncertain factors such

as unstable topology, intermittent channels and node availability which affect

performance in time varying and complex manner.

• Rule or Policy based actions are not able to deal with continually changing

environment.

• Context awareness of environmental dynamics is necessary for every agent or

node before selection of any action.

• Every agent should be capable of learning in an online and incremental man-

ner for predicting future behavior on the basis of past experiences and current

statistics.
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Routing in CRN is different from routing in classical wireless network, due to inter-

mittent spectrum resource availability and unstable topology. Conventional routing

metrics such as hop count, congestion etc, are not sufficient for taking routing de-

cisions in CRN. Routing is a challenging task especially in multi-hop CRN due to

the diversity in channel availability, neighbouring nodes availability and behavior of

licensed user.

1.7.1 Application Demands

Following are some specific application demands for providing efficient routing solu-

tion in CRN,

Environment and Context Aware Computing: Agent should be aware of its

current state of the environment, that is spectrum and neighbouring node avail-

ability in network.

Strategies to Attempt Uncertainties: Agent should be able to address sudden,

automatic and autonomous changes of the environment, which are not under

control of decision maker.

Need for Adaptive and Opportunistic Routing: Agent should be able to ob-

serve, learn and act to optimize own performance as well as system’s perfor-

mance by improving utilization of dynamically available spectrum.

Learn Without Model of the Environment: Considers no or limited knowledge

of the topology and simultaneously learns channel statistics and optimal routes.

Learning has been a core idea in cognitive radio since its origin, as one of the

steps in cognitive cycle proposed by Mitola (Mitola and Maguire, 1999). It is ad-

vantageous to bring the power of machine learning for dynamic channel selection,

dynamically learning channel statistics and routing in CRN. There is a need to im-

prove performance by incorporating continuous learning and enabling nodes to adapt

their routing strategies accordingly. RL based agents can add intelligence to the sys-

tem which learns and analyzes for finding optimal or near optimal solutions. As the
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environment in CRN is dynamic and unstable, there is a need to learn from or eval-

uate every action selected by the agent. Instead of learning from outcome of series

of action selection or from outcome of particular episode, agent should be able to

measure difference between temporally successive predictions.

1.7.2 Problem Statement

To design and implement Multi-Agent Reinforcement Learn-

ing based spectrum aware opportunistic routing in Cognitive

Radio Network such that average per packet reward is maxi-

mized.

1.8 Proposed Solution and Major Contributions

The proposed routing scheme utilizes a reinforcement learning framework to oppor-

tunistically route the packets even if reliable knowledge about channel statistics and

network model is not available. The characteristics of proposed solution are:

• It jointly addresses the issues of learning and routing in an opportunistic con-

text, where the network structure is characterized by the transmission success

probabilities.

• It is a stochastic routing scheme that optimally explores and exploits the op-

portunities in the network.

• Every node is intelligent agent, able to observe, learn and respond dynamically

in an efficient manner.

• The proposed solution opportunistically routes the packets even in the absence

of reliable knowledge about channel statistics and network topology.

• Multi-Agent Reinforcement Learning (MARL) and Hidden Markov Model (HMM)

based channel and relay selection algorithm enable the network users to iden-
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tify the target spectrum band while achieving performance requirements and

maximizing spectrum usage efficiency.

• Proposed algorithm considers no knowledge of the topology and learns channel

statistics and efficient routes simultaneously.

1.8.1 Research Contributions

The main contributions are as follows:

1. Link selection based on probability of the channel being available and forecasting

using time series prediction.

2. Markov Decision Process formulation using Temporal Difference (TD) imple-

mentation of Reinforcement Learning with incomplete and erroneous informa-

tion of topology.

3. Strategic interaction among multiple agents for context awareness in dynamic

environment.

4. Adaptive and opportunistic routing algorithm based on the transmission success

probabilities.

5. Softmax Action Selection for balancing exploration and exploitation in relay

selection process.

1.9 Thesis Organization

The thesis is organized as follows:

• Chapter 2 provides context of the field and intellectual progression of cognitive

radio networks. A review of the state of the art research work is given. The

chapter demonstrates current issues being debated and how they are addressed

by existing literature.
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• Chapter 3 defines the problem under consideration with research objective

and approach used to solve the defined problem.

• Chapter 4 gives overview of research methodology used. The purpose is to

present benefits of proposed methodology towards dynamic environment of cog-

nitive radio network.

• Chapter 5 provides novel multi agent reinforcement learning based online and

opportunistic routing algorithm for CRN in detail.

• Chapter 6 focuses on implementation details and analysis of channel selection

generating the context of environmental statistics.

• Chapter 7 shows implementation details and analysis of MARL based online

and opportunistic routing in mobile and ad hoc cognitive radio network.

• Chapter 8 discusses unique characteristics and performance improvement gained

with context awareness in channel and node selection using MARL based rout-

ing.

• Chapter 9 draws conclusions and discusses future research directions.
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Chapter 2

Background and Literature Review

2.1 Background

Cognitive Radio Network (CRN) is a network in which each node is equipped with

Cognitive Radio (CR). CR is aware of the dynamic environment and it adaptively ad-

justs operating parameters based on interaction with the environment and other users

of the network. These networks are offering tremendous performance and operational

benefits by providing high bandwidth to mobile users via dynamic spectrum access

techniques. CRN, however, imposes several research challenges due to broad the

range of available spectrum and diverse quality of service requirement of applications

(Cesana M. et al., 2011).

Most of the recent research on CRN was concentrating on the physical and Medium

Access Control layer, focusing on efficient spectrum sensing, management and sharing

techniques. In addition to this, routing is also important challenge for realization of

CRN, especially in the networks with multi-hop communication requirements. The

design goal of multi-hop CRN requires integration of cognitive principles and the rules

of interaction among multiple nodes. The set of wireless nodes should form a social

network which must be modeled and analyzed as one entity, in order to optimize the

network functions.

Cognitive nodes sense wide range of spectrum to identify spectrum holes of vari-

ous underutilized spectrum bands. It then uses specific policies to select one of the
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spectrum band for transmission. In Multi-hop CRN, the set of available channels

from node to node are different and not static. Moreover existence of Primary Users

(PU) and Cognitive Users (CU) with their varying demands of transmission have

great impact on path selection.

Traditional routing algorithms will be inefficient to handle dynamism of CRN:

• In CRN, quality of the end-to-end route is not only dependent on throughput,

bandwidth, and delay but also on path stability and presence of multiple users

competing for same spectrum resource.

• The dynamic spectrum which is intermittent in terms of both time and space

is responsible for changes in surrounding environment.

• More amount of control overhead due to reallocation of the spectrum and rerout-

ing.

Dynamic Spectrum Access and routing are challenging problems due to coexis-

tence of both primary and cognitive users. Every node at each hop should be able

to adapt to changing spectrum resource, learning about the spectrum occupancy and

its history and making decisions on the suitability of the available spectrum resource.

Therefore, it is essential to study the intelligent behavior and interaction of multiple

network users competing for spectrum resource.

The aim of this chapter is, to provide detailed insight of routing problem in multi-

hop CRN in the context of dynamism due to intermittent time and space availability

of spectrum. The basic objective is to provide overall view of the field with focus on

routing under consideration of multiple users sharing same spectrum resource.

2.2 Continuous Evolution of Cognitive Radio Net-

work

'Cognitive radio', was proposed by Joseph Mitola III (Mitola and Maguire, 1999), as

novel approach in wireless communication described as computationally intelligent
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wireless devices understanding users communication requirements and provide wire-

less services and radio resources as per these requirements. The cognitive radio with

its continuous evolution is shown below in Figure 2.1,

Figure 2.1: Continuous Evolution

Cognitive Radio Network evolved as a solution to spectrum scarcity of a very

important and costly natural resource. After it was proposed by Joseph Mitola III,

various researchers had worked from practical implementation to various issues in

communication protocol at different layers. Table 2.1 to Table 2.9 is showing con-
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tinuous evolution in the field of Cognitive Radio Network from year 1999 to year

2015.

Table 2.1: Continuous Evolution of CRN: 1999-2005

Title Author Publication Findings
Cognitive Radio:
Making Software
Radios More Per-
sonal

Joseph
Mitola
and Ger-
ald Q.
Maguire

IEEE Personal
Communications
6(4), 1999

Radio-Domain-Aware Intelligent
Agent, Radio Knowledge Rep-
resentation Language, Cognitive
Radio as Chess Game

The Software Ra-
dio Concept

Enrico
Burac-
chini

IEEE Communi-
cations Magazine,
2000

Benefits of Cognitive Radio to
Manufacturer, Operator and
Users, Increased H/W Lifetime

Cognitive Radio
for Flexible Mo-
bile Multimedia
Communications

Joseph
Mitola

Mobile Networks
and Applications
6, 2001

Flexible pooling of radio spec-
trum, model based reasoning,
Observe-Think-Act

FCC Report of
the Spectrum Ef-
ficiency Working
Group

Engelman
R. et al.

Federal Com-
munications
Commission,
2002

Improved access through Power,
Time, Frequency, Bandwidth and
Space, Permitting other users
uses, Adjusting regulations as
technology develops

Cognitive Radios
will Adapt to
Users

Costlow.
T.

IEEE Intelligent
Systems 18(3),
2003

Adaptability of Cognitive Radio
and its applications are explored,
Various research challenges are
discussed

Implementation
Issues in Spec-
trum Sensing for
Cognitive Radios

Cabric
D. et.al

Signals, Systems
and Computers 1,
2004

Spectrum Sensing through
Matched Filter, Energy De-
tection and Cyclo-stationary
Feature Detection

Ad-hoc Cog-
nitive Radio -
Development to
Frequency Shar-
ing System by
using Multi-hop
Network

Fujii
T and
Suzuki
Y

IEEE Interna-
tional Symposium
DySPAN, 2005

Frequency sharing with adaptive
route selection as per the sur-
rounding radio environment in
multi-hop ad-hoc cognitive radio
network
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Table 2.2: Continuous Evolution of CRN: 2006-2008

Title Author Publication Findings

Outage Perfor-
mance of Cognitive
Wireless Relay
Networks

Kyoung-
hwan
L. and
Yener A

IEEE Global
Telecommunica-
tions Conference,
2006

Intra-cluster cooperation scheme
along with the system level cooper-
ation via relaying through cognitive
nodes to improve the outage perfor-
mance

Applications of
Machine Learning
To Cognitive Radio
Networks

Clancy C.
et.al.

IEEE Wireless
Communication,
2007

First-order logic to represent state of
environment and actions, Incorpo-
rate learning engine into predicate
calculus based reasoning engine

Enabling Open-
Source Cognitively-
Controlled Col-
laboration Among
Software-Defined
Radio Nodes

Troxel G.
D. et. al.

Elsevier Journal
on Computer
Networks 52, 2008

Real-time software defined data ra-
dio using open source GNU ra-
dio platform. Fine grained cogni-
tive control radio for future wireless
communication

Spectrum Sharing
for Multi-hop Net-
working with Cog-
nitive Radios

Hou Y.
T. et. al.

IEEE Journal on
Selected Areas in
Communication
26(1), 2008

Modeling problem of spectrum shar-
ing, scheduling, interference control
and flow routing as mixed integer
non-linear problem solved using se-
quential fixing of integer variables

SAMER: Spectrum
Aware MEsh Rout-
ing in Cognitive
Radio Networks

Pefkianakis
I. et. al.

IEEE Symposium
on New Frontiers in
Dynamic Spectrum
Access Networks,
2008

Builds run-time forwarding mesh
adapting to the dynamic spectrum
conditions and link availability

Channel Modeling
Based on Interfer-
ence Temperature
in Underlay Cogni-
tive Wireless Net-
works

Sharma
M. et al.

IEEE International
Symposium on
Wireless Commu-
nication System,
2008

HMM is trained with observed inter-
ference temperature values to pre-
dict future channel availability to se-
lect preferable channel

Neural Network-
Based Learning
Schemes for
Cognitive Radio
Systems

K.Tsagkaris
et. al.

Elsevier Journal of
Computer Commu-
nications 31, 2008

Assist to predict capabilities for spe-
cific radio configuration, Extending
learning by feeding time zone infor-
mation

CHAPTER 2. BACKGROUND AND LITERATURE REVIEW 26



Multi-Agent Reinforcement Learning Based Routing in Cognitive Radio Network

Table 2.3: Continuous Evolution of CRN: 2009

Title Author Publication Findings

Joint Design of
Spectrum Shar-
ing and Routing
with Channel
Heterogeneity in
Cognitive Radio
Networks

Ma M. and
Tsang D.

Elsevier Journal of
Physical communi-
cation 2(1-2)

Maximize flow percentage of traffic de-
mand, cross layer optimization frame-
work for joint spectrum sharing and
routing as mixed integer linear pro-
gramming

ASAR: Ant-
based Spectrum
Aware Routing for
Cognitive Radio
Networks

Bowen L.
et.al.

Proc. of Interna-
tional Conference
on Wireless Com-
munications and
Signal Processing

Biologically inspired approach, F-ants
to discover spectrum feasible paths and
B-ants to update routing information

Search: A Routing
Protocol for Mobile
Cognitive Radio
Ad-hoc Networks

Chowdhury
and Felice
et.al.

Elsevier Journal of
Computer Commu-
nications 32

Shortest path based on greedy advance-
ment towards destination traversed on
the combination of channel to the des-
tination

Reinforcement
Learning Based
Spectrum-Aware
Routing in Mul-
tihop Cognitive
Radio Networks

Xia B. et.al. International
Conference on
Cognitive Radio
Oriented Wireless
Networks and
Communications

Estimation of available channels on the
route with forward and backward ex-
ploration

ROPCORN: Rout-
ing Protocol for
Cognitive Radio
Ad-hoc Networks

Talay and
Altilar

International Con-
ference on Ultra
Modern Telecom-
munications

Routing based on spectrum availabil-
ity and load estimation, the link state
database is maintained and any change
in link state triggers fresh next hop
route computation

Multihop cognitive
radio networks: to
route or not to
route

Khalife H et
al.

IEEE Network
Magazine 23(4)

Appropriate routing approach chosen
depending on the specific environment,
the traffic to be carried out, availability
of the primary bands and their history
in considered environment
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Table 2.4: Continuous Evolution of CRN: 2010

Title Author Publication Findings

A Geometric
Approach to Im-
prove Spectrum
Efficiency for
Cognitive Relay
Networks

Xie M. et
al.

IEEE Transactions
On Wireless Com-
munications, 9(1)

Geometric Conditions of node are
used to select potential relay,
Shorter distance less power trans-
mission with concurrency

Routing and QoS
Provisioning in
Cognitive Radio
Networks

How K.
C. et al.

Elsevier Journal
of Computer
Network, 55(1)

Multi-metric Route selection consid-
ering switching delay and queuing
delay, Transmit Power Control for
traffic priority

Routing in Cog-
nitive Radio Net-
works:Challenges
and Solutions

Cesana M
et al.

Elsevier Journal of
Ad Hoc Networks
9(3)

Extensive overview of the routing
in CRN, under consideration of two
main categories: Full and Local
spectrum knowledge

IPSAG: An IP
Spectrum Aware
Geographic Rout-
ing Algorithm
Proposal for Multi-
hop Cognitive
Radio Networks

Badoi C.
I. et al.

IEEE 8th Interna-
tional Conference
on Communica-
tions

Geographic routing based on hop by
hop forwarding with local and global
information.

Cross-Layer Rout-
ing and Dynamic
Spectrum Alloca-
tion in Cognitive
Radio Ad Hoc
Networks

Lei D et
al.

IEEE Transaction
On Vehicular Tech-
nology 59(4)

Taking decision based on locally col-
lected spectrum and power alloca-
tion information, opportunistically
calculates the next hop depending
upon queuing and spectrum dynam-
ics

Prediction-Based
Topology Control
and Routing in
Cognitive Radio
Mobile Ad Hoc
Networks

Guan Q
et al.

IEEE Transactions
On Vehicular Tech-
nology,59(9)

Mobility based link Prediction, Dis-
tributed prediction based topology
control, Distributed Dijkstra algo-
rithm preserves global connectivity
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Table 2.5: Continuous Evolution of CRN: 2011

Title Author Publication Findings

CRP: A Routing
Protocol for Cogni-
tive Radio Ad-Hoc
Network

Chowdhury
and Aky-
ildiz

IEEE Journal on
Selected Areas in
Communications
29(4)

Primary receiver protection with in-
creased distance and transmission
time or Reduced distance with over-
lap between PU and SU

End-to-end Proto-
col for Cognitive ra-
dio Ad hoc Net-
works: An Evalua-
tion Study

Marco D.
F. et al.

International Jour-
nal on Performance
Evaluation 68(9)

TCP performance with factors like
spectrum sensing cycle, interference
from primary user and channel het-
erogeneity

Joint Routing and
Spectrum Alloca-
tion for Multi-Hop
Cognitive Radio
Networks with
Route Robustness
Consideration

Shih C. et
al.

IEEE Transaction
on Wireless Com-
munication 10(9)

The aggregate throughput and the
robustness of routes determined by
proposed scheme guarantees a basic
level of robustness for a set of routes

Multi-cast Commu-
nications in Multi-
Hop Cognitive Ra-
dio Networks

Gao C.
et. al.

IEEE Journal on
Selected Areas in
Communications
29(4)

The goal is to support a set of multi-
cast sessions with a given bit rate re-
quirement with minimum network-
wide resource. Cross-layer approach
with joint consideration of schedul-
ing and routing

Stability-Capacity-
Adaptive Routing
for High Mobil-
ity Multi-hop
Cognitive Radio
Networks

Huang X.
L. et al.

IEEE Transactions
On Vehicular Tech-
nology 60(6)

Bird-flocking mobility model, Link
availability probability integrated
with clustering, Node importance
degree based on common channel
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Table 2.6: Continuous Evolution of CRN: 2012

Title Author Publication Findings

Spectrum-Aware
Opportunistic
Routing in Multi-
Hop Cognitive
Radio Networks

Liu Y et
al.

IEEE Journal On
Selected Areas In
Communications
30(10)

Exploit the geographic location in-
formation and discover the local
spectrum access opportunities

Opportunistic
Spectrum Access
in Cognitive Radio
Networks: Global
Optimization Using
Local Interaction
Games

Xu Y.
et.al.

IEEE Journal of
Selected Topics In
Signal Processing
6(2)

Global optimization for distributed
channel selection using local heuris-
tic game and congestion games

Reactive Routing
for Mobile Cogni-
tive Radio Ad hoc
Networks

Cacciapuoti
A S et al.

Elsevier Jour-
nal of Ad-Hoc
Networking 10

Cognitive ad-hoc on demand dis-
tance vector routing with inter and
intra route spectrum diversity

On Routing and
Channel Selection
in Cognitive Radio
Mesh Networks

Mumey
B. et al.

IEEE Transactions
on Vehicular Tech-
nology 61(9)

Selecting the channels on given rout-
ing path such that the end-to-end
throughput is maximized using dy-
namic programming-based approach

Probabilistic
Quality-Aware
Routing in Cog-
nitive Radio
Networks un-
der Dynamically
Varying Spectrum
Opportunities

Badarneh
O. S. and
Salameh
H. B.

Elsevier Journal
on Computers
and Electrical
Engineering 38

Joint probabilistic routing and chan-
nel assignment protocol, selecting
the path with the maximum prob-
ability of success among all possible
paths

Adaptive Oppor-
tunistic Routing
for Wireless Ad
Hoc Networks

Bhorkar
A. et al.

IEEE/ACM
Transactions On
Networking 20(1)

Jointly learn and route in an oppor-
tunistic context characterized by the
transmission success probabilities
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Table 2.7: Continuous Evolution of CRN: 2013

Title Author Publication Findings

Resource Alloca-
tion in Cognitive
Radio Relay
Networks

Liang
and Chen

IEEE Journal on
Selected Areas In
Communications
31(3)

Centralized proportional fair
scheduling with the effect of trans-
mit power control and volatility of
usable frequency bands

Self Adaptive
Routing for Dy-
namic Spectrum
Access in Cognitive
Radio Networks

Talay A.
C. and
Altilar D.
T.

Elsevier Journal of
Network and Com-
puter Applications
36

Aims to choose optimal routes at the
outset of routing and retain optimal
route by the use of route adaptation
and route preservation

Interference Aware
Routing Using
Network Formation
Game in Cogni-
tive Radio Mesh
Networks

Zhou Y.
et al.

IEEE Journal on
Selected Areas in
Communications
31(11)

Distributed algorithm for the net-
work formation game to minimize
aggregate interference from the Sec-
ondary users to the Primary users

A Cross-Layer
QoS-Aware Com-
munication Frame-
work in Cognitive
Radio Sensor Net-
works for Smart
Grid Applications

Shah G.A
et al.

IEEE Transactions
on Industrial Infor-
matics 9(3)

Traffic flows are differentiated in pri-
ority classes according to QoS needs
and service queues are maintained
attributing delay, bandwidth and re-
liability of data.

SURF: A Dis-
tributed Channel
Selection Strategy
for Data Dissemi-
nation in Multi-hop
Cognitive Radio
Networks

Rehmani
M. H. et
al.

Elsevier Journal on
Computer Commu-
nications 36

Distributed channel selection strat-
egy for efficient data dissemina-
tion based on primary user un-
occupancy and number of cognitive
radio neighbours using the channels.

A Routing Protocol
for Cognitive Ra-
dio Ad Hoc Net-
works Giving Con-
sideration to Fu-
ture Channel As-
signment

Wu C. et
al.

First International
Symposium on
Computing and
Networking

AODV based protocol chooses a
route by considering the effect on
the primary users, available channel
bandwidth and link reliability
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Table 2.8: Continuous Evolution of CRN: 2014

Title Author Publication Findings

A Resource Inten-
sive Traffic-Aware
Scheme Using
Energy-Aware
Routing in Cog-
nitive Radio
Networks

Bourdena
A. et al.

Elsevier Journal of
Future Generation
Computer Systems
39

Traffic aware scheme for minimizing
energy consumption and maximiz-
ing resource exchange between sec-
ondary communication nodes

QoS Multi-cast
Routing Protocol
Oriented to Cog-
nitive Network
Using Competitive
Co-Evolutionary
Algorithm

Wang X.
et al.

Elsevier Journal
on Expert Systems
with Applications
41(10)

A QoS multi-cast routing proto-
col based on the cognitive behavior
where each node maintains local in-
formation

Metric-Based Tax-
onomy of Routing
Protocols for Cog-
nitive Radio Ad hoc
Networks

Abdelaziz
and El-
Nainay

Elsevier Journal of
Network and Com-
puter Applications
40

Routing protocols are classified ac-
cording to the routing metric into
six main categories: delay based,
link stability based, throughput
based, location based, energy-aware,
and combined or multi-metric

Scalable Dynamic
Routing Protocol
for Cognitive Radio
Sensor Networks

Spachos
P and
Hantz-
inakos
D.

IEEE Sensors Jour-
nal 14(7)

Accurate channel model is built to
evaluate the signal strength in differ-
ent areas, leading to energy-efficient,
resource-constrained, and spectrum-
efficient protocol

TIGHT: A Geo-
graphic Routing
Protocol for Cogni-
tive Radio Mobile
Ad Hoc Networks

Jin X. et
al.

IEEE Transactions
on Wireless Com-
munications 13(8)

The optimal and suboptimal modes
route a packet along optimal and
suboptimal trajectories to the des-
tination

Cognitive routing
for multi-hop mo-
bile cognitive radio
ad hoc networks

Lee and
Lim

IEEE Journal of
Communications
and Networks 16(2)

Mobility-aware cognitive routing ex-
amines the risk level of each node
against interference regions and se-
lects the most reliable path for data
delivery using a Markov predictor
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Table 2.9: Continuous Evolution of CRN: 2015
Title Author Publication Findings

SACRP: A Spectrum
Aggregation Based Co-
operative Routing Pro-
tocol for Cognitive Ra-
dio Ad hoc Networks

Ping S. et
al.

IEEE Transaction
on Communica-
tions 63(6)

Spectrum aggregation based co-
operating routing protocol for
cognitive radio ad-hoc network.
Two cooperating protocols, class
A for power minimization and
Class B for reducing the end-to-
end delay.

An Efficient Relay
Selection Strategy for
Random Cognitive
Relay Network

Bang J.
et al.

IEEE Transaction
on Wireless Com-
munications 14(3)

Reduced selection complexity
and limited candidate relays
to reduce feedback burden and
achieves lower outage probability
of complete network

Combined Channel
Assignment and
Network Coded Op-
portunistic Routing
in Cognitive Radio
Networks

Qin Y. et.
al.

Elsevier Journal
of Computers
and Electrical
Engineering

Heuristic algorithm to select for-
warding candidates and assign
channels with nonlinear pro-
gramming optimization model

SMART: A SpectruM-
Aware ClusteR-based
rouTing Scheme for
Distributed Cognitive
Radio Networks

Saleem
Y. et al.

Elsevier Journal
of Computer
Networks 91

Based on the network conditions
secondary users form cluster and
adjust it through cluster merging
and splitting to search route the
clustered network

Distributed Resource
Allocation in Cognitive
and Cooperative Ad
hoc Networks Through
Joint Routing, Relay
Selection and Spec-
trum Allocation

Ding L.
et al.

Elsevier Journal
on Computer
Networks 83

The algorithm aims at maxi-
mizing the network throughput
through local control actions and
information through joint opti-
mization of routing, relay assign-
ment and spectrum allocation

Neighbour Discovery
in Traditional Wireless
Networks and Cogni-
tive Radio Networks:
Basics, Taxonomy,
Challenges and Future
Research Directions

Khan A.
A. et al.

Elsevier Journal of
Network and Com-
puter Applications
52

Comprehensive taxonomy for
neighbour discovery protocol in
traditional wireless networks and
cognitive radio networks

2.3 Routing in Cognitive Radio Network

The main objective of routing in multi-hop CRN is creation and maintenance of the

route in open spectrum phenomenon. Secondary users can co-operate with each other
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to form heterogeneous multi hop network across multiple primary networks. Multi-

hop CRN consists of intermediate nodes for relaying the information between sender

and the receiver. If physical capabilities of secondary users are efficiently exploited, it

can sense, switch and transmit over many different bands. Multi-hop CRN has chal-

lenges of reducing the interference to primary user and manage intermittent spectrum

resource along the path.

Secondary users can access both unlicensed or licensed bands. Nodes in CRN can

communicate with each other in two different ways that are through infrastructure

or without infrastructure (that is with each other directly) (Akyildiz I. et al., 2006).

• Infrastructure based CRN have their own secondary base-station. Base station

is fixed infrastructure component with cognitive capabilities and provides single

hop access to all secondary users.

• Secondary users can communicate directly with each other in a multi-hop man-

ner without infrastructure through ad-hoc connection on licensed or unlicensed

band.

The problem under consideration for this study is routing in ad-hoc multi-hop net-

works.

Definition: Problem of routing in multi-hop cognitive radio network

is creation and maintenance of wireless multi-hop paths among secondary

users by deciding both forwarding node and spectrum to be used on each

link along the routing path.

Wireless multi-hop network can be modeled as finite set of nodes consisting of

P number of Licensed/Primary Users (PU) and S number of Secondary/Cognitive

Users (CU) as shown in Figure 2.2. There are N orthogonal channels denoted by

set H. Every node periodically scans wide range of spectrum to gather information

about dynamic changes in the surrounding. The spectrum sensing function enables

the cognitive radios to adapt to its environment by detecting spectrum holes and

opportunistically transmitting on them.
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Figure 2.2: Multi-hop Cognitive Radio Network and Routing

These available spectrum holes have different characteristics varying over time.

Spectrum analysis helps to learn the characteristics of different spectrum bands. This

helps to select appropriate spectrum band as per users requirement. Spectrum band

or channel is characterized by parameters such as frequency, bandwidth, propagation

delay, estimated transmission time etc. These parameters are used to decide capacity

of each channel, which is important factor for spectrum characterization.

In multi-hop CRN, set of available channels at any one node may not be same as

another node, due to local spectrum availability. The set and the number of available

channels at node i are denoted by Hi and ni respectively. Each secondary node i

(where 1 ≤ i ≤ S) has programmable radio interface. A radio interface is able to

tune to a wide range of channels. Spectrum bands are having different capacities and

opportunities. For every link lij between secondary node i and j, the set of available

common channel HI , can be constructed by,

HI = Hi ∩Hj (2.1)
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Among all available common channels from HI , one optimal channel is selected

as per the quality of service required by the application. Channel selection should

not increase interference to the PU. In collaboration with channel selection, routing

should select stable and non-interfering path from source to destination with minimum

control overhead. Topology, channel availability and network dynamics are shared

among all secondary nodes in the form of routing updates. Routing in wireless multi-

hop network includes deciding the path and intermediate/relay nodes with spectrum

on each link from source to destination.

2.3.1 Design Issues and Existing Solutions

The dynamic spectrum which is intermittent in terms of both time and space necessi-

tates collaboration between routing and spectrum management. Cross-layer approach

for routing and spectrum management is proposed to determine the operating spec-

trum on each hop (Jiao and Yuqing, 2010).

There are many existing solutions for spectrum aware routing using conventional

algorithms for multi-hop cognitive radio networks. Dynamic changes in the topology

are captured using the link availability predictions based on the interference to the

PU (Guan Q. et al., 2010).

Cognitive Routing Protocol (CRP) gives explicit protection to the PU receiver

(Chowdhury and Akyildiz , 2011). It allows two classes of routes based on the service

differentiation in cognitive radio network. Routing is achieved in two phases that are

spectrum selection phase and next hop selection phase.

Online opportunistic routing selects forwarding links based on the locally iden-

tified spectrum access opportunities (Bhorkar A. et al., 2012). Multiuser diversity

is achieved in the relay selection process which allows the sender to coordinate with

multiple neighbouring nodes.

Best relay node with the highest forwarding gain is selected using reinforcement

learning to adaptively learn good routes (Xia B. et al., 2009). Multi-agent rein-

forcement learning algorithm is used to evaluate the desirability of choosing various

transmission parameters (Wu C. et al., 2010).
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The important design issues for spectrum aware routing are summarized below,

• Common Control Channel: Routing algorithms need to broadcast messages

for neighbour and route discovery. Due to lack of common control channel,

broadcasting is a major problem in CRN which affects the communication and

coordination among network nodes.

• Intermittent Connectivity: Reachable neighbours of the node change rapidly

due to, i). Available spectrum may change or become unavailable as primary

user starts exploiting the same spectrum. ii). Once a node selects particular

configuration, it is no longer accessible on another channel.

• Re-routing: Re-routing is major design concern due to intermittent connectiv-

ity between different nodes. The routing algorithm should minimize the routing

overhead resulted from re-routing.

Following sections discuss several spectrum and route selection algorithms with fo-

cus on the aforementioned design issues. All considered routing solutions are broadly

categorized into following classes:

• Spectrum Aware Routing Protocols

• Full Spectrum Knowledge Based Routing

• Flooding based Classical Routing Protocol

• Opportunistic Routing

2.3.2 Spectrum Aware Routing Protocols

In the view of taking accurate routing decisions, every Cognitive Node (CN) should be

aware of its surrounding physical environment. Selection of reliable path dynamically

requires collaboration between routing module and spectrum management function-

ality. The information about spectrum availability is provided to routing modules
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Figure 2.3: Classification of Routing Protocols

through external central entity or it is collected locally by each cognitive node. Rout-

ing protocol design for the multi-hop network should be highly coupled with entire

spectrum management cycle (Cesana M. et al., 2011). Spectrum awareness can be

achieved by measuring interference on each channel.

Interference Temperature Model based Channel Selection for End-to-End

Routing

Each mesh node measures the interference temperature for each channel locally and

disseminates these measured values with other nodes within its interference range

(Sharma M. et al., 2007). The interference temperature model is used for computation

of available channels and selecting best one, in static multi-hop multi-channel wireless

mesh networks. Based on the collected statistics all nodes compute a set of available

channel for transmission.

Once available channels are computed, it is required to select proper channel for

transmission. Prerequisite of channel selection for link between two neighbouring

nodes m and n is that both the nodes must have non-empty intersection of their

available channel sets:

ACm ∩ ACn 6= φ (2.2)
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End-to-end routing metric is designed using minimum per-hop link cost for each

hop on the end-to-end path. Per-hop link cost is not only dependent on transmission

delay and switching cost but also on channel stability factor which is average amount

of time for which channel should remain available for transmission. The routing

metrics of end-to-end route r consisting of p hopes is formalized as:

RM(r) = (1− δ) ∗
p∑
i=1

LCci + δ ∗ (1 ≤ j ≤ CXj) (2.3)

Route metrics RM(r) consider summation of LCci, which is cost of using channel c

on hop i, Xj is the total number of times channel j is used in route r, and C is a total

number of channels in the spectrum pool. Link cost for the channel c is summation

of Expected Transmission Time of frame (ETTc), Cost of Channel Switching (SCc)

and Channel Stability Factor (SFc) given as:

LCc = ETTc + SCc + SFc (2.4)

Incorporating dynamics of the environment by finding availability of spectrum

will make the link selection more suitable for the cognitive radio network.

Routing under Consideration of Environment Dynamics

In multi-hop CRN, the topology and connectivity maps are determined by the avail-

able spectrum holes and their instantaneous variations. The objective is to consider

activities of primary user for giving efficient routing solution(Khalife H. et al., 2009).

According to the primary user activity over the primary channels, cognitive environ-

ment is classified into three categories:

• Static: Holding time offers relatively static wireless environment, Once fre-

quency band is available it can be exploited for an unlimited period of time.

• Dynamic: The intermittent availability of the exploited spectrum band seri-

ously affects the services offered to the CU.
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• Highly Dynamic: Due to highly active PUs, spectrum bands are not avail-

able for whole communication duration. The potentially possible solution is to

opportunistically transmit over any available channel.

In static multi-hop CRN, primary frequency band is available for a duration that

exceeds the communication time. Routing design in these types of network is ac-

counting for intra cognitive node interference and PU interference.

In order to find available and stable path in dynamic CRN, issues like route sta-

bility, exchanging control information and channel synchronization should be handled

carefully. Routing should be assisted by a metric from lower layer which should reflect

the spectrum availability and its quality.

In highly dynamic environment a complete opportunistic solution is suggested

where every packet can be forwarded over opportunistically available channels to

constitute potential solution. Centralized synchronization window can be used for

sharing control information, which consists of fixed time slot where all nodes are

tuned to different frequencies and exchange all possible control information. The

control information can also be shared on low frequency common control channel.

Dynamically changing environment requires every CN to be spectrum aware for

opportunistically using it for transmission.

Spectrum Aware Opportunistic Routing

Cognitive routing is coupled with spectrum sensing and sharing in the multi-hop

cognitive radio network is investigated in (Liu Y. et al., 2012). Geographic location

information is used to discover spectrum access opportunities to improve transmis-

sion performance. In relay selection step, the sender selects the next hop from the

candidate neighbouring secondary users.

Geographic information and local spectrum usage statistic can improve the routing

performance if it reflects the actual channel occupancy at that instance. Observing

local channel statistics, analyzing it and deciding best channel for transmission needs

to be handled with intelligent algorithm. Spectrum and node selection intelligently

balance load and traffic at every hop.
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Traffic-Aware Scheme for Energy-Efficient Routing

The objective is to prepare resource intensive traffic aware routing protocol that en-

ables energy conservation and efficient data flow. Secondary users coordinate with

each other to deal with heterogeneous spectrum availability in distributed CRN (Bour-

dena A. et al., 2014).

The message exchange among multiple cognitive nodes is similar to AODV rout-

ing protocol like normal wireless network (RFC, 2003). Backward Traffic Difference

(BTD) estimation methodology is used for energy efficient routing. BTD is bounded

by hop-by-hop and end-to-end delay limitations of transmission.

Each node separately runs the traffic aware mechanism using BTD. The BTD

estimation affects the sleep-time duration and enables energy conservation of nodes.

The spectrum resource usage statistics in dynamically changing scenarios should be

incorporated in routing solution for correctly representing the topology and spectrum

availability.

2.3.3 Full Spectrum Knowledge Based Routing

The routing approaches implemented with the assumption of having complete in-

formation of spectrum occupancy map. These approaches are leveraging benefits

of theoretical tools for searching efficient roots. Spectrum occupancy maps can be

maintained to indicate its availability over time and space.

Route Stability and Opportunistic Routing

All nodes in CRN compute the cost to reach all possible destinations. This cost

reflects the highest spectrum availability with the minimum hop count. This requires

collecting information of local spectrum availability from all nodes for building mesh

of shortest hop count path between all pairs of network nodes.

Full spectrum aware routing is necessary to balance between long-term route sta-

bility and short-term opportunistic performance (Pefkianakis I. et al., 2008). The ob-

jective is to select routes with highest spectrum availability and quality. For achieving

optimal routing, it is necessary to consider work of Physical, MAC and Network layer.
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The spectrum aware optimal routing is defined as path with minimum hop count,

increased end-to-end throughput and exploitation of spectrum opportunities. This

routing protocol creates forwarding mesh which is adjusted periodically according

to the spectrum dynamics, and opportunistically routing packets across this mesh.

It is built by computing a cost Costi for each node i which represents spectrum

availability of the highest spectrum path whose length is less than H hops. The value

of H complements with Costmax which is the maximum cost to the destination.

Collecting information from all nodes about spectrum availability and its duration

increases traffic of control messages throughout the network. Moreover, computed

paths based on periodically collected information may not reflect actual scenario

of spectrum availability and overall topology.

Topology Control Based Routing

Prediction Based Cognitive Topology Control (PCTC) (Guan Q. et al., 2010), cap-

tures the network topology dynamically based on link prediction for providing efficient

and opportunistic link management and routing solution. This prediction of the link

availability, duration can be used to construct a more reliable topology which results

in reduced rerouting. Prediction of link-availability duration is dependent on the

interference to primary users and the mobility of cognitive users. The principle of

PCTC is to preserve the reliable path with maximum path weight for any pair of

nodes under a connectivity guarantee.

Topology construction process consists of three steps neighbour information collec-

tion, path search and neighbour selection. The distributed localized Dijkstra topology

control is used which aims at constructing an efficient topology which preserves the

global network connectivity. Resultant topology preserves reliable links for deciding

global reliable path between any two nodes.

PCTC requires knowledge of connectivity of all nodes. Periodic broadcast mes-

sages are used to construct connected graph. This connected graph is used with clas-

sical mobile ad-hoc network routing protocol for route formation. It is distributed

protocol and every node constructs topology based on collected information. The
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predicted link availability at every node may differ as per local spectrum usage. Ap-

plying classical routing protocol on resulting predicted topology may increase the

overhead of topology reconstruction and route reformation, due to dynamic changes

and uncertainty of link availability.

Route Robustness for Joint Routing and Spectrum Allocation

The objective is to study joint routing and spectrum allocation problem in multi-hop

CRN with channel heterogeneity and dynamics (Shih C. et al., 2011). It is important

to select robust route experiencing less frequent interruptions due to appearance of

the primary user. Algorithm jointly determines which route to be used and spectrum

allocation on every hop to minimize the system throughput.

A basic level of robustness for a set of routes called as “Skeleton Set Formation

Scheme”, is same as Breadth-First-Search for each flow from each source to desti-

nation. Every node in the skeleton set satisfies robustness constraints. Channels

between two nodes are allocated after selecting end to end route.

This algorithm is using graph based approach for selecting skeleton set of routes

therefore, it requires information of complete topology and full spectrum knowledge

in advance. Frequent changes in topology and spectrum availability make it difficult

to find complete information of overall topology.

Cumulative Delay and Node Capacity Based Routing

Route discovery scheme is integrated with node-importance-based clustering scheme

and node contraction scheme (Huang X. et al., 2011). The high mobility nodes

have adverse impact on data transmission due to a high link-disrupting rate. Cluster

formation and control channel selection schemes are beneficial to find the stable routes

to realize the multi-hop connection. Proposed routing scheme integrates the on-

demand routing with dynamic channel assignment. The path is determined with

largest path availability probability.

Control channel selection is integrated with on-demand route discovery in high

mobility, multi-hop multichannel environments. Clustering is used to mitigate effects
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of spectrum heterogeneity, as it is reducing the network scale and routing protocol

overhead. The routing in multi-hop CRN includes intra-cluster and inter-cluster

routing processes. The intra-cluster routing occurs in single cluster while inter-cluster

routing occurs in multiple clusters. Due to high mobility nature, spectrum route

request and route reply are used to discover paths between nodes via the control

channel message exchanges.

2.3.4 Flooding based Classical Routing Protocol

In classical wireless routing protocols, flooding algorithm is used to send route request

packets to all neighbouring nodes except the one it arrived on until it reaches the

destination. Flooding of route request packet results in multiple fixed paths from

source to destination. Routing in cognitive radio network can be extended by classical

routing protocols using flooding to find path from source to destination. More than

two neighbours of any requesting node may create a broadcast storm.

SACRP : Spectrum Aggregation based Cooperative Routing Protocol

Spectrum aggregation based cooperating routing protocol for cognitive radio ad-

hoc network (Ping S. et al., 2015), has two classes of cooperating routing protocols.

class A is for power minimization and Class B is for reducing the end-to-end delay.

Class A aggregates multiple channels and selects suitable relay node by flooding

route request on the common control channel. The route request is containing infor-

mation of aggregated channels of each hop, the number of hops and relay to be used

on each hop. The destination node selects the path with minimum hop count.

Class B selects relay nodes with better channel conditions reducing the number of

re-transmission and end-to-end delay. The method of setting multiple complete paths

from source to destination increases the control overhead due to flooding messages.

Selection of one of the path may not be able to complete transmission requirement,

as the network conditions may change dynamically.

Search: A Routing Protocol with Geographic Forwarding
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The optical path is found by geographic forwarding on each channel with greedy

forwarding for advancement towards destination and primary user region avoidance

(Chowdhury and Felice, 2009). The route is set up by transmitting route request on

each available channel. It is forwarded by each intermediate node towards destination

by adding hop ID, current location, time stamp and flag showing current propagation

mode that is greedy forwarding or primary user avoidance. The basic idea of greedy

advancement towards the destination is dependent on the assumption of location of

destination.

Search attempts to find the shortest path by using focus region to select forward-

ing node on a straight line towards the destination. Greater advancement towards

destination requires more transmission power. Increased transmission power affect

increase interference to PU.

Minimum Delay-Maximum Stability Route through Opportunistic

Service Differentiation

The objective is to create minimum delay maximum stability route for end-to-end

traffic flow and for providing differentiated services to different traffic priorities defined

by flow duration and flow priority (Kiam H et al., 2011). It is achieved with the help

of four different modules, namely, Route Discovery, Route Decision, Opportunistic

Routing and Route Maintenance.

In route discovery, node discovers all possible paths between a source node and

destination node. All the available paths are sorted according to the delay which will

be used by route decision module to select the path that can satisfy flow duration

of the considered end-to-end traffic flow. After selection of the route, opportunis-

tic routing module selects candidate forwarding node according to packet priority.

Broadcasting of route request packets helps to discover route.

Service differentiation is achieved with different traffic priority. Higher priority

packets have higher candidate selection range and higher chances of being received at

nodes near the destination. Route selection is based on received route reply packets

via multiple paths having information of route, delay and minimum expected time
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for transmission. This increases the route discovery message overhead. As spectrum

availability is intermittent in cognitive radio network, using large portion spectrum

opportunities for control information transmission instead of data transmission will

not increase spectrum utilization in desired efficient manner.

2.3.5 Opportunistic Routing

Cognitive radio network as a dynamic spectrum access network requires routing al-

gorithm which is able to exploit network opportunities. Classical routing algorithm

chooses a static route by flooding the route request packets. On the other hand,

in opportunistic routing, packets are transferred from next forwarding node until it

reaches the destination. The choice of next forwarding node is dependent on service

requirement and network dynamics. Opportunistic routing is class of routing proto-

cols designed to route the packet as per network conditions, availability of link and

neighbouring nodes.

Reinforcement Learning based Spectrum Aware Routing

Spectrum-aware routing protocol using Q-learning is used to learn good routes

(Xia B. et al., 2009). In this scheme, every node x stores table of Qx(y, d), the number

of channels available to the destination through x for neighbour y and destination d.

These values can be used to select best next hop and can be updated while routing

using forward exploration.

Another algorithm proposed in this paper, Dual Reinforcement Routing is im-

proving the performance and time to learn good route with the help of forward and

backward exploration. In a nutshell, both of these algorithms exchange information

with neighbours to adaptively learn good routes which have more available channels

from just local information, gradually incorporating more global state of the envi-

ronment. These algorithms outperform the spectrum aware shortest path routing

but network sharing among competing operators is not considered which will affect

spectrum availability at every hop.
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In dynamic and uncertain environment of cognitive radio network, Q-values stored

and updated during previous transmission may not be able to represent current

situations of channel availability.

Cross Layer Routing and Dynamic Spectrum Sharing

Distributed and localized algorithm for joint ROuting and dynamic Spectrum Al-

location (ROSA) for multi-hop CRNs is taking decision based on locally collected

spectrum and power allocation information (Lei D. et al., 2010). Time slotted com-

mon control channel is used to collect network statistics and data channel for data

communication. For reducing the probability of selecting congested intermediate relay

node, differential backlog is used. Differential backlog is difference of queue backlog

in given sessions. Feasible next hop is decided if it is having positive advancement

toward destination.

ROSA opportunistically calculates the next hop depending upon queuing and

spectrum dynamics, therefore, each packet will select different path. If the destination

is in the range of transmitter it will be selected directly. The transmitter may select a

node other than destination if there is no available low interference mini-band between

the transmitter and the destination. Channel and node selection with locally available

information without analyzing channel and node usage statistics may have chances

of failure. This requires learning better opportunities among all possible options

for improving overall performance.

IP Hop by Hop Geographic Routing Protocol

IP spectrum aware routing protocol takes all information of channel statistics

from lower two layers i.e results of sensing operation (Badoi C. I. et al., 2010). The

data packet’s header is containing information needed to select next hop. Each node

takes local decisions based on its local neighbourhood information. The intersection

of sensed available channels by two nodes (current and next hop node), is used to

find the channel for transmission as per quality of service requirement.
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IPSAG uses the local information of position and channel opportunities and takes

hop-by-hop geographic routing decision. The criterion used for the creation of neigh-

bourhood is the Euclidian distance. It is represented as a circle with the core and

the radius given by the maximum Euclidian distance between the core and secondary

node. If a packet encounters pre-existing systems like WiMAX or WiFi, it will be

routed according to the systems way of routing, based on the tunneling routing ap-

proach, otherwise secondary node route according to IPSAG. The proposed algorithm

is not able to deal with channel heterogeneity along the complete path.

Relay based Routing with Energy Consumption and Interference Control

Relaying is a promising solution to enhance the system capacity at low cost (Xie M.

et al., 2010). For deriving maximum reachable distance of secondary user in one-hop,

following two conditions are evaluated:

• PU Transparency: The incurred interference does not interrupt the licensed

user under QoS requirement.

• SU Reliability: The designated secondary user is able to successfully decode the

data to meet its own QoS.

Both of the above conditions are satisfied by reducing the transmission power

of secondary users on shorter distance. This is achieved by multi-hop relaying with

multiple short hops. The relay route is, SUs−SU1−SU2− ............−SUd, where SUs
and SUd denotes source and destination respectively and SUi is the ith intermediate

relay node. These relay routes are providing an alternative path for direct route with

single long hop of SUs to SUd.

Multi-hop cooperative relaying is achieved through two routing algorithms, Near-

est Neighbour Routing and Farthest Neighbour Routing. Nearest neighbour routing

attempts to find nearest neighbour inside the sector which improves channel quality

and saves energy consumption at every node.

Farthest neighbour routing is used to find the farthest neighbour with in the

sector consisting of few long hops in the complete path which is good for reducing the
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delay but tend to consume more energy to achieve good channel quality. This also

increases interference to the primary user.

Relay Selection Strategy with Lower Outage Probability

The objective is to propose an efficient relay selection strategy with reduced selec-

tion complexity and limited candidate relay to reduce feedback burden (Bang J. et

al., 2015). It deals with lower outage probability of complete network for designing

efficient and reliable design of CRN.

Performance of network can be enhanced by allowing nodes to transmit in two

hops. Inactive secondary nodes support other secondary source nodes dealing with

channel impairments. Channel heterogeneity is also handled successfully using inac-

tive secondary nodes.

Cooperative multi-hop routing instead of only two hop paths can improve relia-

bility of the CRN and overall throughput. For leveraging all benefits of the CRN,

routing should be cooperative and context aware of surrounding environment.

2.4 Channel Selection and Traffic Prediction in CRN

Cognitive nodes are designed to utilize spectrum bands opportunistically and in non-

interfering manner by sensing unused spectrum portion called as spectrum/white

holes. Cognitive nodes should identify transmission opportunities and intelligently

determine ongoing primary users activities to avoid interference to the primary user.

Hence, it is important to precisely estimate and model primary user activities for

efficient spectrum usage by cognitive users and overall spectrum utilization.

Effective modeling of primary user activities leads to precise prediction of their

future state. It is achieved by learning from the patterns and history of spectrum

utilization. This enables to analyze all available spectrum bands and select best out

of them for transmission. Moreover, selecting best and stable channel on every hop

leads to reliable routing of packets from source to destination. Thus, reliable channel
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selection and traffic prediction play vital role in spectrum management, routing and

overall performance of CRN.

Neural Network based Learning Scheme

Neural network based scheme is proposed to discover data rate capability of specific ra-

dio configuration (Tsagkaris K. et al., 2008). Evaluation of all possible configurations

is necessary for cognitive radio, for selecting best configuration as per requirements.

Constructing and training a network with additional input reflecting configuration

such as location information, user preferences or constraints improves accuracy in

prediction.

Machine learning algorithm which continuously learns from dynamic environment

improves the performance over the long run. The integration of a learning engine

with cognitive radio is very important especially for channel estimation and predictive

modeling phase. It helps for improving stability and reliability of the discovery and

evaluation of configuration capabilities.

With this view, cognitive radio can use many different learning techniques ranging

from pure look-up table to arbitrary combinations of machine learning techniques that

includes artificial neural network, evolutionary / genetic algorithms, reinforcement

learning and Hidden Markov Model etc.

Channel Modeling Based on Interference Temperature

Hidden Markov Model (HMM) is used to predict the interference dynamics on any

channel in future time slots (Sharma M. et al., 2008). HMM is trained with inter-

ference temperature values of wireless channel. These values are used to predict the

interference temperature dynamics on the channel in future. This prediction is used

to select preferable channel for communication.

HMM is trained with the help of observed outcome of channel interference tem-

perature obtained using simulation. The interference conditions are varied from one

channel simulation to another by changing the probability of threshold value in sim-

ulation. Different threshold values for each channel ensures different interference

conditions on the channel.
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Simulating channel occupancy by just varying probability of the channel being

busy and idle is not representing real world channel statistics. Therefore, selecting

preferable channel for communication based on generated predicted availability may

fail to protect primary user from interference. Moreover, implemented HMM may

trap in local maxima and may not be able to explore all opportunities in

network.

Traffic Prediction using Seasonal Auto-Regressive Integrate Moving

Average

The objective is to estimate channel availability in CRN by predicting the traffic

pattern of the primary user (Li and Zekavat, 2009). Wireless traffic prediction is

implemented using classical model for discrete time series that is SARIMA (Seasonal

Auto-regressive Integrate Moving Average).

The set of observations of the number of call arrivals in different time intervals

with different periods can be considered as discrete time series. SARIMA model

is fit for non stationary call arrival process. Traffic prediction technique reduces the

channel switching rate of cognitive user and the interference to the primary user. The

traffic pattern of primary user is different and heterogeneous. The proposed method

does not support multiple types of patterns.

Predictive Methods for Inference of Availability of Spectrum

Spectrum sensing consumes huge energy for scanning all channels. Predictive

methods for inference of availability of spectrum hole can reduce energy consumption

of secondary user by sensing only that channel which is predicted as idle (Tumuluru

V. K. et al., 2010). This also helps to improve spectrum utilization.

In this effect, two adaptive schemes MLP predictor and HMM for channel status

prediction are presented and compared qualitatively. Multilayer perception network

is fully trained model requiring fewer past observations or occupancy history. MLP is

trained only once and used to predict future channel availability. The MLP predictor
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should be retrained periodically for better performance in time varying traffic

scenario.

Selective Opportunistic Spectrum Access

Selective Opportunistic Spectrum Access (SOSA) scheme is proposed to estimate

the probability of a channel appearing idle with available statistics to choose the

best spectrum sensing order (Yuan G. et al., 2010). This enables secondary user to

sense and select target spectrum band in an optimum order to maximize spectrum

efficiently and fulfill quality of service requirement. The channel ranking method takes

statistical traffic characteristics as the critical input parameter. Mean value of the

OFF and ON periods of all primary channels is represented by α and β respectively.

Probability Pn of the nth primary channel appearing idle in the next time slot is

given by,

Pn =
αn

αn + βn
(2.5)

The secondary user uses the probability based ordering strategy to arrange the

sensing sequence for next time slot. This allows the secondary user to operate in a

discontinuous spectrum environment.

First Difference Filtering and Correlation for Primary User Traffic Data

Primary user activity is assumed to follow Poisson traffic model with exponentially

distributed inter-arrivals (Canberk B. et al., 2011). Using Poisson modeling, primary

user activities are modeled as smooth and burst-free traffic. This results in missing

of some available but unidentified opportunities of spectrum.

This method model the primary user traffic in more efficient and accurate way

using first difference filtering and correlation. This is achieved by arranging the ob-

served sequence of primary user traffic data into clusters which are enhanced with

temporal correlations. Spiky and bursty characteristics of the signal are more ac-

curately distinguished by employing clustering. This leads to defeating fluctuations

more precisely.
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Time Series Prediction for Opportunistic Channel

Two strategies for opportunistic channel selection are proposed to exploit under-

utilized licensed spectrum in CRN (Tan X. et al., 2013). Past observations and

knowledge of primary spectrum are used to predict near future busy probability of

primary spectrum. This is useful for selecting suitable channel for data transmission

results in reduced collision and switching probability.

Strategy A, allows occupying only one spectrum unit for transmission, thus the

data transmission rate of the secondary user is limited by bandwidth. Spectrum B

is flexible and allows many idle spectrum units for data transmission. Using any

spectrum band without cooperation among many secondary users may increase inter-

ference. It is very important to build coordination mechanism to avoid interference

among secondary users.

Level of Primary User Activity and Amount of Structure in Observed

Data

Regularities of the channel utilization undoubtedly influence the performance of learn-

ing algorithm in dynamic channel selection in cognitive radio network. The objec-

tive is to improve learning performance of opportunistic dynamic channel selection

(Macaluso I. et al. , 2013). This is achieved by characterizing the primary user

activity using Lempel-Ziv complexity. The performance of learning algorithm is in-

fluenced by the amount of structure in the observed data of primary user activity.

More structured data implies more effective learning.

The rate of production of new pattern in a sequence is measured which is the

most important feature for real time data. Quantifying regularities in primary user

activity data can improve performance of reinforcement learning to decide which

channels should be opportunistically explored. Thus, benefits of adaptive learning

algorithm depend strongly on the pattern of utilization of channel by the primary

user.

Channel Reservation Policy for Primary and Secondary Users
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Opportunistic spectrum access achieves higher spectrum utilization. Channel reserva-

tion policy for the primary user is proposed to reduce hand off, blocking probability

and interference-free transmission of the secondary user (Chakraborty and Misra ,

2015).

This policy suggests reserving the suitable number of idle channels for incoming

primary user. The secondary user can access only unreserved idle channels. As long

as primary user is having available reserved channel, primary user is not allowed to

use unreserved channels. The secondary user continues transmission in unreserved

channel for longer duration resulting in reduction of spectrum handoff and dropping

probabilities.

For practical implementation of cognitive radio network, this architectural frame-

work highlights the need for coordination among Medium Access Control (MAC)

protocols, channel assignment schemes and spectrum hand-off. Spectrum broker or

spectrum controller is considered as most significant element of CRN architecture and

channel reservation policy.

Dynamic Channel Availability as per User Relative Position

Channel availability estimation strategy, is designed to explicitly consider features of

mobile scenario of network nodes (Cacciapuoti A. S. et al., 2015). In mobile scenario,

the channel availability varies dynamically over time due to changes in users relative

positions. The proposed strategy estimates channel availability based on the relative

distances between primary and cognitive user.

Each cognitive user is aware of its location and periodically checks the position of

primary users. Cognitive user activities are organized in fixed time slots representing

sensing time and transmission time. If the cognitive node is outside the range of

primary user for complete time slot, then the channel is considered as available in

that time slot.

Accessing Spatial Spectrum Holes for Relay based Cognitive Cellular

Network
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Users at the cell edge in cellular network experience degraded quality of the service

due to poor signal strength and severe interference. This is resolved by using cognitive

radio features in relay based cellular network (Mankar P. et al. , 2015). Use of cogni-

tive radio to deal with poor signal strength in cellular network improves performance

significantly.

Detected spectrum holes are used by relay nodes to forward the received signal

from base station to interference limited user. Application of this kind requires se-

lection of relay cognitive node for forwarding information, localization of primary

transmitter for selecting channel for transmission and cognitive node assignments

to the end user on edge. Machine learning helps to dynamically assign channels in

different cells for improving the performance.

2.4.1 PU Activity Model: A Comparison

Primary user activities are represented using observation sequence. This observa-

tion sequence is modeled and analyzed using different time series analysis techniques.

Table 2.10, gives details of the different primary user activity models and their ini-

tial parameter set. Following points are summarized from the review of the various

techniques of primary user activity modeling and channel availability prediction:

• The estimation and modeling of primary user activity is very crucial for the

performance of cognitive radio network (Saleem and Rehmani, 2014).

• Primary user activity model should capture bursty and spiky fluctuations by

temporal correlations (Canberk B. et al., 2011).

• The cognitive node should learn continuously from variations in network con-

ditions and complexity of network activity (Macaluso I. et al. , 2013).

• The number of parameters required for multilayer perception network are more

and it should be trained repeatedly for time-varying traffic scenarios (Tumuluru

V. K. et al., 2010).
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• Seasonal Auto Regressive Integrated Moving Average (SARIMA) model is not

able to learn from uncertain, bursty and spiky discrete time series of primary

user activities (Li and Zekavat, 2009).

• Hidden Markov Model is able to learn online and it is repeated continuously in

dynamic environment (Rabiner L. R. , 1989).

The different models used for analyzing primary user activities are compared with

their properties in following table,

Table 2.10: Primary User Activity Models

Property Multilayer Percep-
tion Network

Hidden Markov
Model

SARIMA Model

Tumuluru V. K. et al.,
2010

Sharma M. et al., 2008 Li and Zekavat, 2009

Adaptive Pa-
rameters

Weights wji Probabilities A,B, π Probability Distribu-
tion

Training
Data sets

Large Moderate Small

Model speci-
fications

Non-Linear Discrimi-
nation

Non-Linear Discrimi-
nation

Linear Discrimination

Training Cri-
teria

Minimize Mean Square
Error

Maximize Likelihood
(P (O|λ))

Minimize Mean Square
Error

Mode of
Training

Offline, Only Once Online, Repeated Iterative

Limitations Local Minima Problem Continuous Resource
Requirement

Only Burst-free Time
Series

2.5 Limitations of State-of-the-Art Techniques

This chapter presents, an overview of the state of the art spectrum aware routing

protocol in CRN. The existing work in multi-hop CRN and routing is discussed in

previous sections. The performance and services of various routing protocols required

to address unique challenges of CRN are elaborated in detail. For analytical evalua-

tion of the routing protocol, they are categorized into following categories:
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• Spectrum Aware Routing Protocols

• Full Spectrum Knowledge Based Routing

• Flooding Based Classical Routing Protocol

• Opportunistic Routing

As per the review of existing literature, following are some identified limitations,

deficiencies, or gaps in existing knowledge that need to be addressed:

Assumption of full spectrum knowledge: Several routing protocols are designed

with the assumption of availability of full spectrum knowledge to the network

nodes. The spectrum occupancy map representing time and space channel avail-

ability is maintained by a central entity (Ma M. and Tsang D., 2009). These

spectrum maps are used to compute routes centrally or these maps are given to

networking nodes for finding routes in ad hoc and distributed manner. These

architectural models are suitable for static networks where spectrum availability

is known between any pair of networking nodes (Shih C. et al., 2011).

Due to intermittent spectrum availability in space and time domain, creating

and maintaining spectrum maps centrally may not represent actual conditions

of spectrum availability. Monitoring, collecting and analyzing spectrum avail-

ability dynamics at different geographic positions over a time requires ample

amount of time. This may lead to misinterpreting some of the spectrum oppor-

tunities and missing some actual ones.

Static paths fail to deal with uncertainties of environment: Conventional al-

gorithms attempt to find a fixed and static path from source to destination using

intermediate nodes (Bhorkar A. et al., 2012). Participation of any intermediate

node in routing process is dependent on local spectrum opportunities available

at that node. Deciding fixed path on the basis of available information may fail

because of sudden changes in spectrum availability as the primary user starts

its activity using same spectrum resource. An outage of intermediate nodes and

unavailability of intermediate links may lead to route failure.
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Imperfect primary user activity modeling: Cognitive users are utilizing spec-

trum when primary users are not using it. Cognitive users have to vacate

spectrum band as primary user appear and start transmission at any instance

of time. Therefore, there is no guarantee about spectrum availability for the

entire duration of transmission of the cognitive user.

If cognitive users are able to model primary user activities by monitoring, ana-

lyzing and learning their spectrum utilization and its history, they can predict

the future state of the channel and suggest preferable channel for communi-

cation. The channel usage pattern undoubtedly influences the performance of

the learning algorithm in dynamic channel selection of cognitive radio network.

Therefore, activity model should represent actual behavior of primary user and

should be able to find patterns in channel occupancy to provide more accurate

prediction of channel availability (Saleem and Rehmani, 2014).

Extensions of classical routing protocol: Path discovery in classical routing pro-

tocol starts by broadcasting route request message to its neighbours. Each

neighbouring node forwards this request to its neighbouring node until the des-

tination is reached. Multiple copies of route request are received at the des-

tination via multiple paths. One of the path is then selected for transmitting

packets from source to destination.

In cognitive radio network, classical routing is extended by selecting complete

paths and channel to be used along the path with some additional routing

metric. As the destination is configured to particular spectrum band as per its

spectrum availability, a source has to broadcast route request on all possible

channels with a hope that it will reach destination. This definitely increases

control message overhead in network which results in inefficient use of available

spectrum opportunities (How K. C. et al., 2011).

Lack of interaction among network nodes: In cognitive radio network, cogni-

tive nodes are struggling for utilizing the same limited spectrum resource. If

multiple cognitive users start utilizing same channel, it will greatly affect QoS
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requirement and increase interference to the primary user. For improving spec-

trum utilization, it is essential to have efficient spectrum sharing schemes. In-

teraction among network users can help to understand willing neighbours to

participate in routing as per their spectrum availability. Strategic interaction

among network nodes definitely increases spectrum utilization (Cesana M. et

al., 2011).

Inefficiency to deal with the dynamic environment: To deal with the dynamic

environment in an efficient manner, the user should be enabled to understand

context by observing, learning and responding to the complex environment. On

the other hand, traditional wireless systems, have predefined set of rules to fol-

low. In CRN, every host should be continuously context aware of its surrounding

physical environment for taking more accurate decisions. Each action selection

in CRN requires knowledge about licensed user activity, spectrum occupancy,

multiple cognitive users with their strategies and mobility of all hosts. Action

selection based on this gathered context learning or collected knowledge helps

to improve performance of cognitive radio network (Saleem Y. et al., 2015).

Off-Policy generalized policy iteration: Generalized policy iterations for evalu-

ating policy at the end of every episode called as off-policy learning, leading

towards local minima problem. State of the environment(spectrum or relay

availability) changes frequently due to intermittent spectrum availability. There

is a need to evaluate and update policy frequently to deal with the dynamic

environment. Agents in cognitive radio network should learn from temporal

differences of every state change. This helps to take more real time decisions as

per network and channel statistics (Bhorkar A. et al., 2012).

2.5.1 Related Work

The two state-of-the-art techniques having characteristics of environmental aware

computing are implemented and analyzed. The first technique offers routing paths

from source to destination with consideration of characteristics of available links. On
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the other hand, second technique explores routing opportunities with local informa-

tion and dynamic topology construction.

Adaptive Opportunistic Routing

This approach considers distributed, adaptive and opportunistic routing algorithm

with zero knowledge of network topology and channel statistics (Bhorkar A. et al.,

2012). The performance is measured in terms of per packet reward. The proposed

scheme jointly addresses the issues of learning and routing in an opportunistic context.

Every action selection for deciding path is based on transmission success probabilities.

It assumes no knowledge of topology and channel statistics. Reinforcement learn-

ing is used at every node to adapt to routing strategies and exploiting the statistical

opportunities in network. The opportunistic routing decisions are made in an online

manner by choosing the next relay based on actual transmission outcomes as well as

the rank ordering of neighbouring nodes. It is described in terms of initialization and

four stages of transmission, reception, acknowledgment and adaptive computation

stage.

Reinforcement learning is used for selecting best candidate forwarding node and

minimum cost links resulting in reduced cost of the end-to-end routing path, maxi-

mizing average per-packet reward. Routing decisions are made in distributed manner

via the following three-way handshake between node i and its neighbours N(i).

1. At time n, node i transmits a packet.

2. The set of nodes Sin, successfully receiving the packet from node i, transmit

acknowledgment containing Estimated Score to node i,

3. Node i compares Estimated Score of all Sin and announces node j ∈ Sin as next

transmitter or Termination decision T in forwarding packet.

This routing approach does not consider closely related issues like congestion con-

trol and throughput of the network. The performance of this routing protocol can be

improved by using channel statistics information for selecting stable links.
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Joint spectrum-route selection with service differentiation

Cognitive Routing Protocol (CRP), is designed to categorize routes according to the

service requirement. Class I routes provide better cognitive network performance.

On the other hand, class II routes aim to achieve a higher measure of protection for

primary user (Chowdhury and Akyildiz , 2011).

In class I route, end-to-end latency is the key consideration issue. Selected link

should support highest propagation distance and longest allowed duration for trans-

mission. The algorithm is designed to find the best link k out of N possible spectrum

bands to maximize the optimization function O:

Oclass−I = Dk.T
x
f (2.6)

Where Dk specifies the distance covered with given transmission power and T xf is

fractional time for transmission considering different sensing schedule of the neigh-

bouring users. The optimization function aims to maximize the number of packets

transmitted over maximum possible distance.

The optimization function for the Class II route is to minimize interference to the

primary users. This is achieved by minimizing the product of overlapping fractional

area between CU-PU coverage ranges represented as Axf and the propagation distance

Dk.

Oclass−II = Dk.A
x
f (2.7)

The path selection is based on arriving route request packets at the destina-

tion indicating different routing paths. Destination select desired Class I route with

max{
∑
∀j Oclass−I(j)} or Class II route with min{

∑
∀j Oclass−II(j)}.

This routing protocol continuously monitor CU’s location with respect to the

known primary transmitter location. If the displacement of the node towards one or

more primary user is determined, it proactively discovers the new path.

Upon receiving route request, every cognitive node updates two fields in the route

request, that is choice of spectrum and value of optimization function of class-I and
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Table 2.11: Routing Protocol Features: Comparative Analysis

Features Adaptive Routing Cognitive Routing Proposed Routing

Protocol Protocol Protocol

Spectrum Awareness NO YES YES

Topology Construction NO NO YES

Mobility Support YES YES YES

Uncertainty YES NO YES

Link Quality NO YES YES

Flooding of Route Request NO YES NO

Full Spectrum Knowledge NO NO NO

CU Interaction YES NO YES

PU Protection NO Limited YES

class-II depending upon the class of routes. This route request is forwarded to desti-

nation along multiple paths. The destination chooses the final route depending on the

arrival time of the route request. The broadcasting of route request on all channels

having limited availability affects efficient spectrum utilization.

Table 2.11 give details of features supported through state-of-the-art techniques

and characteristic features supported by proposed method.

2.6 Discussion and Future Directions

The reviewed literature and aforementioned limitations of the state-of-the-art tech-

nique gives foundation to strongly believe that, there is significant scope for devising

a routing protocol that adopts the instantaneous variations in the network environ-

ment. To this extent, the routing in multi-hop CRN is considered as an open research

issue. The open research issues which need to be addressed for formulating routing

solution in CRN are given in following sections.
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2.6.1 Exchanging Routing Information

Many routing solutions currently use common control channel for sharing routing

updates which are useful in neighbour discovery, route discovery and route establish-

ment. Due to the fact that secondary user is using spectrum as a visitor, the common

control channel can also be affected by primary users activity. Moreover, selection

of one particular channel as global control channel seriously affects network perfor-

mance. Information about channel availability should be shared among cognitive

nodes locally for deciding control and data channels. In highly mobile and dynamic

environment, information exchange is only means of creating a view of the current

topology of network.

Moreover, efficient spectrum sharing can be achieved by allowing strategic inter-

action among cognitive nodes. Cooperation among multiple cognitive nodes increases

overall performance and spectrum utilization. Design and modeling of routing solu-

tion considering information exchange as important factor will improve the perfor-

mance of routing.

2.6.2 Dynamic Topology and Unstable Connectivity

Topology and connectivity of the network are significantly affected, due to the high

mobility of the network entities and activities of primary users. The reachable neigh-

bours of any node may change their location due to mobility. They will not be used as

relaying node as primary users start exploiting network resources. Solution based on

static environment and stable topology will not serve the purpose of route selection

in intermittently connected network.

Routing in CRN should be reactive taking into account the rapid changes in the

neighbouring nodes availability and accordingly next hop selection must be done. The

common channels for transmission between any pair of node changes due to primary

users activity. As a result, the same neighbour can be viewed with another common

channel. Changes in resource availability may affect the network end to end delay

and throughput due to resource reallocation. The design of routing protocol should
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consider the intermittent availability of the spectrum both in terms of time and space

which remains a very important design parameter.

2.6.3 Reconfiguration of Routing Path

Due to dynamic topology and intermittent spectrum availability, selected path be-

comes unusable in the particular area resulting in route failure. Reconfiguration of

the routing path by selecting new nodes or different channel for communication can

solve this problem. Naturally reconfiguration of paths increases the protocol over-

head, therefore, the routing algorithm should be spectrum aware to reduce rerouting.

Spectrum awareness means, routing algorithm should learn the good and bad route

from previously taken decision. Spectrum fluctuations, channel stability and history

should be considered as important metrics in route selection. Moreover, predictions of

channel stability and link quality in future will help in the design of effective routing

solutions.

To this end, it is suggested that, apart from convergence and spectrum aware

properties of routing algorithm, it should be designed to boost the performance by

using machine learning and prediction tools. The potential benefits of learning from

the previous experience will help in controlling reconfiguration overhead.

2.6.4 Primary User Activity Modeling

The primary user behavior is a key parameter for taking routing decisions in multi-

hop CRNs. The autonomy of the primary user will naturally affect the presence of the

secondary user. Practically fully cooperative behavior from the primary user cannot

be taken for granted. Instead, primary users will only cooperate with secondary

users if the cooperation can bring them some benefits (Beibei Wang et al., 2010),

otherwise, they will ensure that no secondary user should be able to use primary

spectrum. Opportunistic access of spectrum should not increase interference to the

primary network. To tackle this challenge, it is important to study, model and analyze

the primary users behavior which results in designing efficient, self enforcing routing
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scheme. The importance of studying the primary user behavior is to help in modeling

spectrum sharing among network users with various optimality criteria.

2.6.5 Cognitive User Behavior

CRN is equipped with intelligent users who are able to observe, learn and act to

optimize their performance. Fully cooperative behavior of the cognitive user with

each other cannot be taken for granted if they belong to different authorities and

pursue different goals. Multiple cognitive users compete non-cooperatively and inde-

pendently with each other for spectrum sharing. They will only cooperate with each

other if the co-operation can bring them more benefits.

The optimization of spectrum usage among multiple users is generally a multi-

objective optimization problem, which can be studied with different constituents and

behavior of the cognitive users. The interaction among multiple cognitive users can

be cooperative, non cooperative, stochastic or economic. The comprehensive study

can efficiently improve the routing performance for multiple cognitive users along the

routing path.

Spectrum sharing among multiple cognitive users at every hop along the path

can be improved by jointly studying their behavior by leveraging game theory and

multi-agent learning (Sharma and Gopal, 2010). The main challenge in multi-agent

learning is that each learning agent must explicitly consider other learning agents,

and coordinate their behavior, such that coherent joint behavior results.

2.7 Concluding Remarks

The chapter is intended to provide the context of the field and intellectual progression

of cognitive radio networks. The cognitive radio network with its unique challenges

is introduced followed by current state of research in the field of routing and channel

selection. The current knowledge in the area under investigation is summarized which

helped to identify strengths and weaknesses in previous work.

Good routing protocol design in cognitive radio network is highly dependent on
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properties and characteristics of spectrum band in use. This direct relationship neces-

sities spectrum aware routing protocol, which selects links satisfying quality of service

requirement of the secondary user and low interference to primary users. Moreover,

the routing algorithm should be able to exploit network opportunities and be able to

deal with uncertainties.

The limitations of state-of-the-art techniques demonstrating current issues being

debated and how they are addressed by existing literature is addressed. Future direc-

tions and important design considerations for efficient routing protocols are discussed

to establish a theoretical framework and methodological focus. Literature review pre-

sented in this chapter gives a theoretical basis for online and opportunistic routing

algorithm and helps to determine the nature of research.
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Chapter 3

Problem Definition

3.1 Problem Definition

To design and implement multi-agent reinforcement learning based

spectrum aware opportunistic routing in cognitive radio network such that

average per packet reward is maximized.

3.2 Objectives

• To review the literature and implement state of the art techniques.

• To explore the use of reinforcement learning in dynamic environment and search

the optimal strategies for agents.

• To design link selection metric for selecting stable and non-interfering links with

the primary user.

• To design and implement online opportunistic routing algorithm based on the

transmission success probabilities using Multi-Agent Reinforcement Learning

(MARL) and it’s performance evaluation.

• To balance exploration and exploitation using soft-max action selection in relay

selection process.
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3.3 Approach

To deal with dynamics of Cognitive Radio Network and to achieve objective of online

opportunistic routing with stable, non-interfering link with primary user, following

approach is considered,

• Link Selection:

– Time-Series Prediction of PU Activities.

– Characterize the observable output.

– Learn hidden models for predicting future behavior.

• MARL based Relay Selection:

– Online and Opportunistic Path.

– Explore and learn optimal strategies for incompletely known and dynamic

environment.

– Temporally successive prediction.

• Performance Improvement:

– Balancing Exploration and Exploitation.

– Softmax Action Selection.

CHAPTER 3. PROBLEM DEFINITION 68



 

 

 

Chapter 4 

Proposed Research 

Methodology 

  

 

 

 

 

 

 

 

  

 



Chapter 4

Proposed Research Methodology

Uncertain factors like unstable topology, intermittent channels and nodes availability

affects the performance of dynamic cognitive radio networks in time varying and com-

plex manner. These uncertainties are handled by adding intelligence to the cognitive

node for observing, learning and acting accordingly. Context awareness using this

intelligence makes cognitive node learn optimal or near optimal behavior in dynamic

situation.

As shown in Figure 4.1, context awareness is achieved by three important design

considerations in cognitive radio network,

• Strategic interactions among multiple cognitive nodes are modeled using Multi-

Agent Reinforcement Learning (MARL). The cooperation and interaction among

multiple cognitive nodes help to find stable and reliable path from source to des-

tination.

• Temporal Difference (TD) learning to learn incrementally from temporally suc-

cessive predictions. The dynamics due to intermittent channel and node avail-

ability is captured and incorporated in every decision of route formation.

• Hidden Markov Model (HMM) is used for traffic prediction on primary channels.

This helps to decide channel availability, to access it opportunistically without

interfering with primary user activities.
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Figure 4.1: Context Awareness in Cognitive Radio Network

The objective of this chapter is to overview above mentioned important method-

ological constructs and their need in design of online, opportunistic routing in Mobile

Cognitive Radio Adhoc Network (MCRAN). Section 4.1 gives the overview of the

MARL. Section 4.2 discusses Temporal Difference Reinforcement Learning with its

policy evaluation for dealing with uncertainties of the environment. Section 4.3 gives

details of action selection strategies for balancing exploration and exploitation. Sec-

tion 4.4 provides details of Hidden Markov Model for characterizing primary user’s

channel usage traffic pattern. Section 4.5 gives concluding remarks on proposed re-

search methodology.
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4.1 MARL: Multi-Agent Reinforcement Learning

Context aware, interactive and adaptive dynamic decision problems involving multiple

competitive or cooperative users are characterized as multi-agent problem. In multi-

agent problems, the state of the environment changes autonomously or action of

participating agent. Multi-Agent Reinforcement Learning (MARL) is seen as an

approach for modeling complex system interacting with autonomous agents as shown

in Figure 4.2.

Figure 4.2: Multi-Agent Reinforcement Learning System

Multi-agent dynamic and distributed systems are studied and applied to problem

solving in various domains like collaborative decisions, distributed control, resource

management among multiple entities and robotic team actions etc (Parunak H.V.D.,

1999; Stone and Veloso, 2000). In collaborative multi-agent systems, the best and

optimal joint action is decided by interaction with other agents (Parker L. E. , 2002;

Pynadath and Tambe, 2002). Agent’s optimal strategy is decided by corresponding

optimal equilibrium solution. Multi-agent systems are arising as new and natural way

of looking at the systems that have temporal and dynamic characteristics (Busoniu

et al., 2008). Fast and flexible decentralized multi-project scheduling with dynamic
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arrival of the project uses auction based system (Adhau et al., 2012). Multi agents

policy in adaptive traffic signal controllers for the large-scale urban network converges

cooperatively with neighbour’s policies (Samah E. et al., 2013).

4.1.1 Need of Multi-Agent Interaction

MCRAN is a complex and dynamic system with various uncertain factors such as

unstable topology, intermittent channels and node availability affecting performance

in time varying and complex manner. Rule or Policy based actions are not able to deal

with the continually changing environment. There is need of multi-agent interaction

in MCRAN because,

• There is a lack of infrastructure to centrally manage and coordinate the task of

identifying vacant bands and finding available neighbouring nodes.

• Dynamic topological changes due to mobility and intermittent availability of

spectrum and nodes, necessitates distributed multiple agents to learn the solu-

tion via interactions to a nonlinear and stochastic task (Lunden et al., 2013).

• The strategic interaction among multiple agents helps to achieve performance

benefits for cognitive user and avoid interference to primary users.

• Cooperation among multiple nodes brings joint benefits of reliable path from

source to destination and improved spectrum utilization.

• Learning new behavior online improves the performance of complete multi-agent

system to deal with dynamic behavior of the environment (Busoniu et al., 2008).

4.1.2 Reinforcement Learning in Multi-Agent Systems

The generality and simplicity make Reinforcement Learning (RL) suitable for the

multi-agent dynamic environment. Q-learning is used for dynamic team computa-

tion method and determining joint action policy for the Markov games (Fang et al.,

2013). Hybrid Reinforcement Learning algorithm using Q-learning deals efficiently
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with over-constrained environments and preventing transitions to undesired terminal

states by predicting such state-action pairs (Fernandez et al., 2013). Semi- Markov

decision process formulation of the call admission and routing for low orbit satellite

using actor-critic with Temporal Difference learning archives higher revenue genera-

tion (Usaha and Barria, 2007). RL is applied successfully in multi-agent systems as

learning technique which requires nothing about the dynamics of the environment.

This trial and error based learning enables agent to transform environmental state to

its goal state.

4.1.3 Benefits of Multi-Agent Reinforcement Learning

• Multi-agent system is modeled as Markov process to define learning goal for

multiple RL agent.

• Interaction and reasoning among multiple agents help to act rationally, taking

best policies for action selection.

• Every learning agent tries to maximize their payoff by minimizing risk in the

worst situations (Weiss, 1999).

• Main distinguishing characteristic of MARL is that there is no global control

and globally consistent knowledge suitable for distributed systems.

• Distributed data and control bring up inherent advantages of distributed system

such as scalability, fault tolerance and parallelism.

The important challenges of defining learning goal for multiple agents, keeping

track of other learning agents and coordinating with their behavior is simplified by

Markov decision process representation for state transitions of multiple agents.
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4.2 Temporal Difference Reinforcement Learning

Fundamental methods for solving the reinforcement learning problem are Monte Carlo

and Temporal Difference. These methods learn state-value function for particular

policy. The value function of the state represents agent’s benefits with that state. It

is updated by both methods by following particular policy π. The value of the state

is the expected return that is expected cumulative discounted reward starting from

that state and following the policy π. Both methods require only experience - sample

sequences of states, actions and rewards from online or simulated interaction with the

environment (Martin M. , 2011).

4.2.1 Monte Carlo Method

Monte Carlo (MC) method is way of solving the reinforcement learning problem based

on averaging sample returns. Average of the returns observed after visits to particular

state is used to update the state - value function. As number of returns are observed,

the average should converge to expected value. In this method experiences are divided

into episodes and only on the completion of an episode the value estimates and policies

are changed. MC method is thus incremental in an episode-by-episode sense, but not

in a step-by-step sense. Monte Carlo learns from the error between predicted and

actual outcome. MC methods involve averaging or maximum function over random

samples of actual return. It has to wait for entire episode for actual return. Then it

is used for updating value function, represented by following equation,

V (st)⇐ V (st) + α [RT − V (st)] (4.1)

where RT represents actual return and α is constant step-size parameter. Every

update to V (st) is dependent on Rt. Actual reward RT is known at the end of the

episode, therefore, Monte Carlo has to wait for the complete episode for making any

update. As shown in Figure 4.3, MC makes every update at the end of the episode

after final time step T shown using arrow starting from time-step t to T .
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Figure 4.3: Episode - by - Episode Policy Evaluation

4.2.2 Temporal Difference

Temporal Difference (TD) method learns incrementally using past experiences with

an incomplete knowledge of the system. The difference between temporally successive

predictions is used to update the estimate over a time. TD methods collect experience

to solve the prediction problem. TD is called bootstrapping method as it updates the

value function in part and based on existing estimate. TD method makes useful

updates to V (st+1) by using observed reward rt+1. The simplest TD update rule is,

V (st)⇐ V (st) + α [rt+1 + γV (st+1)− V (st)] (4.2)

where, α represent step-size. The step size is 1
t
for processing tth reward for action a, .

γ is discount rate, with 0 ≤ γ ≤ 1. The discount rate represents importance of future

reward. TD makes incremental updates after every action selection. Every state

change from st to st+1 makes update to value function V (st), shown using separate

arrow in Figure 4.4.

In multi-step prediction problems, experience comes from observation and out-

come sequence, with x as the final outcome. The sequence of predictions P1, P2, P3, ..., Pm,
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Figure 4.4: Step - by - Step Policy Evaluation

are estimated to predict x. In Monte Carlo method, each increment depends on the

error between Pt and x. TD method computes the solution incrementally by com-

puting the error (x− Pt) as sum of changes in the successive prediction represented

as:

x− Pt =
m∑
k=t

(Pk+1 − Pk) (4.3)

Temporal Difference Procedural Form: Arbitrarily initializes value function

V (s), considering policy π for evaluation

Step 1: Initialize state s

Step 2: Repeat continuously for every step of episode:

Select action a as per policy π for state s

Perform action a in state s and collect reward r with transition to next state, s′

V (s)⇐ V (s) + α [r + γV (s′)− V (s)]
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Copy s′ to s

Step 3: Stop with s as terminal state

4.2.3 Monte Carlo Versus Temporal Difference

The difference in Monte Carlo and Temporal Difference methods is with approach for

solving reinforcement learning problem. The following table summarizes the differ-

ences in MC and TD methods,

Table 4.1: Monte Carlo and Temporal Difference: Comparison

Monte Carlo Method Temporal DifferenceMethod

V (st)⇐ V (st) + α [RT − V (st)] V (st) ⇐ V (st) +

α [rt+1 + γV (st+1)− V (st)]

State value update - at the end of the

episode

State value update - immediately at the

next step

Target - RT known only at the end of

the episode

Target - rt+1 + γV (st+1) known imme-

diately after next step

As RT = rt+1 +rt+1 ++rT , No learning

during episode

Learning occurs during an episode at

st+1 and rt+1, it bootstrap

Waits until the end of episode Online, fully incremental

If bad policy is followed, it continues

until the end of the episode

It recognize a bad policy and can learn

good policy during an episode

Needs more memory to maintain state

values for entire episode

Requires less memory and less peak

computation
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TD method is suitable for the dynamic environment where actual outcome is

difficult to predict. In TD method,

• Prediction about final outcome and actual return is refined gradually with every

action selection and state transition.

• This results in decreased error in estimation and learns from experience of every

temporal change.

• Every update in state value function is temporal difference between next state

V (st+1) and V (st).

Example - Error in estimation of Monte Carlo and Temporal Difference

Assumption: Predicted outcome at time step t is V (st) = 30

Final time step is T = 6

Actual Outcome at the end of episode is V (sT ) = 43

Table 4.2: Monte Carlo and Temporal Difference: Error in Estimation

Predicted Outcome V (st) Error in Estimation

Monte Carlo Temporal Difference

30 13 10

40 3 −5

35 8 5

40 3 3

43 0 0

43 0 0

Total 27 13
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• Error in estimation in Monte Carlo is difference between actual and predicted

outcome.

• Error in estimation in Temporal Difference is difference between predicted out-

come of next state and previous state.

• The total error in estimation of TD is much lesser than MC.

• TD method learns good policy faster compared with MC.

In the view of above facts, state value update in proposed online and opportunistic

routing is done using Temporal Difference method. This enables every cognitive node

to deal with dynamic environment and learn good policies.

4.2.4 Policy Evaluation

Distinguishing feature of TD is to evaluate the action instead of instructing the agent

with correct action. Instructive feedback indicates correct action selection, as in

supervised learning. This needs trial and error search for evaluating different actions

for good behavior. Trying different actions for indicating how good they are, need

active exploration.

In evaluating feedback, the received reward provides some information about the

goodness of the action. Action correctness is relative property with other actions.

Therefore, it is determined by trying all actions and comparing their reward. This

explicit search among alternative actions is performed by generate-and-test method.

In this method, agent selects actions records its outcome and retains only those with

most effective outcome. TD is learning by selection instead of by instruction.

Policy Iteration

The agents goal in TD learning is to improve received total reward over a long run.

The state with its probability of selection is called as agents policy π. Agent should

learn optimal policy to maximize its reward as a result of its experience.
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The expected future reward is used by TD to estimate value function. A future

reward of any agent is dependent on successive actions it selects. Therefore, value

function is defined in terms of particular policy of action selection. Policy π is the

probability of action a in state s represented as π(s, a). V π(s) is the value of a state

s following a policy π. It is the represented in terms of expected return,

V π(s) = Eπ {Rt|st = s} (4.4)

where Eπ is expected return following the policy π. TD learns to find the optimal

policy for achieving maximum reward over long run. The policy π is better than

policy π′ if and only if V π′
(s) ≤ V π(s) for every state s in S . The optimal policy is

better policy if compared with all other policies.

The value function V π is used to evaluate π for getting good policy π′. Com-

putation and evaluation of V π′ results in better policy π′′. Policy iteration is policy

evaluation followed by policy improvement for finding optimal policy. Policy evalua-

tion itself is iterative function. Generalized policy evaluation for TD learning is after

every action selection and intermediate reward generation. TD method immediately

makes useful update in estimation of V π using the observed reward.

4.2.5 Benefits of Temporal Difference Prediction

Temporal Difference method predominates in multi-step dynamic decision problems

over conventional learning methods. Step by step TD prediction is tuned as the final

outcome. The benefits of Temporal Difference method are:

• TD method bootstraps from previous guesses or learns estimate in part from

other estimates.

• TD methods do not require model of the environment like in dynamic program-

ming.

• TD learns in an on-line and in fully incremental fashion. Monte Carlo is slow

as it delays complete learning until the end of the episode for knowing actual
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return.

• TD is very fast learning as it learns from every state transition regardless of

action selection.

• TD method converges faster than Monte Carlo methods on stochastic task.

4.3 Action Selection

There are three ways to select an action among all alternative actions based on their

values,

4.3.1 Greedy Action Selection

Selection of the action with highest estimated action value is greedy action selection.

In other words, selection of action a∗ at tth play where Q(a∗) = maxaQt(a). This

is called as exploiting current knowledge for maximizing immediate reward. Greedy

selection method does not try and test any inferior action which may perform better

in actual run.

4.3.2 ε-Greedy Action Selection

Alternative action selection is to select the best action most of the time. But some-

times, action is selected randomly with uniform probability of ε, independent of

action-value pair. This is also called as near-greedy action selection. The advantage

of this method is in long run for converging to the selection of optimal action. As

the number of plays increases, chances of sampling of every action increases, ensuring

every action value converges to the best or optimal value.

4.3.3 Softmax Action Selection

ε-Greedy selection mitigates the disadvantages of greedy selection, but it chooses

equally among all actions. There are chances of selection of worst action instead of
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best actions. ε-Greedy is unsatisfactory for the task with limited number of plays,

where worst action selection is very bad. This problem is solved by varying the action

selection probabilities using grading function on estimated value. This is softmax

action selection rule. The simplest softmax selection rule uses Gibbs or Boltzmann

distribution. The probability of action a on tth play is obtained by,

P (a) =
eQt(a)/τ∑n
b=1 e

Qt(b)/τ
(4.5)

Where τ is considered as temperature with 0 ≤ τ . The action selection is equiprobable

with high value of temperature i.e selection probability of all actions is nearly same.

Low temperature has greater difference in action selection probability. Softmax action

selection is the same as greedy action selection as in the limit as τ → 0. High

temperature causes selecting any action with same probability. As the temperature

decreases gradually, softmax starts selecting better action and behaves like greedy

approach with low temperature.

4.3.4 Exploration Versus Exploitation

Selection of the greedy action is exploitation of available knowledge of action values.

Selection of non-greedy action is called as exploration. It enables to evaluate and

update estimate of the non-greedy action values. To maximize the expected reward

in one play exploitation can be better choice. Exploration improves performance and

produces the greater total reward in long run.

There is chance of having, at least, one action probably better than best action

but the agent is not aware of which one. Exploration helps to discover non-greedy

actions which are better than greedy action. If reinforcement learning task is having

many remaining plays, then exploration can help to find better action by exploring

non-greedy actions. Exploration has lower reward in the short run but higher reward

in the long run because after discovering better action, agent can exploit them.

With single action selection agent is either exploring or exploiting, therefore, there

is conflict between whether to explore or exploit. Exploration and exploitation de-
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pend on precise estimate of action value, uncertainties and the number of remaining

plays. Softmax action selection is effective way of balancing exploration as the action

selection probability is graded function. ε-Greedy action selection chooses equally

among all actions likely to select worst appearing action. Softmax action selection

selects any action as all are equi-probable with high temperature. As temperature

decreases gradually, it starts selecting best action. It assures with limit to τ → 0, all

actions are evaluated for its efficiency and converge to optimal action value of every

action.

4.4 Primary User Activity Model

Intelligently determining ongoing primary user activities in licensed spectrum band

helps to identify transmission opportunities for cognitive user. This improves spec-

trum utilization, avoids interference to the primary network and helps to evacuate

the band without affecting primary user activities. Precise estimation and modeling

of primary network channel dynamics lead to much more effective spectrum usage in

CRN (Canberk B. et al., 2011).

4.4.1 Alternative Renewal Process

Spectrum occupancy in primary network is non-deterministic in reality. Therefore,

primary channel traffic is modeled using stochastic Alternative Renewal Process

(ARP) (Yuan G. et al., 2010). Channel occupancy is perceived as two state repairable

system, that is system is either in working (up) state (that is system is available and

can be used) or under repair state (down) (that is the system is not available till

repaired). A primary channel is treated as a two state repairable system which can

either be occupied by a licensed/primary user or not.

As per secondary user perspective, any channel is said to be in,

• idle state, when the primary user is not using it.

• busy state, when the primary user is using it.
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As per two state repairable system, channel’s idle state is considered as working

state of the system (allowed to be used by cognitive radio network). Channels busy

state is considered as under repair state of the system (not allowed to be used by

cognitive users). Alternate Renewal Process is the best method to model two state

repeatable process. Channel modeled using ARP exist in two states i.e idle and busy.

These states occur in an alternate manner. Every cycle consists of two states, one

followed by other that is idle state followed by the busy state. This cycle of two states

renews, repeats or reoccurs as shown in Figure 4.5,

Figure 4.5: Channel Modeling as Alternate Renewal Process

Renewal cycle shows idle duration of the channel using T I and busy duration using

TB. The Cognitive user collects statistics of primary user channel i.e idle duration of

channel and busy duration of the channel. Every cognitive user constructs channel

occupancy model as two state ARP. The primary network traffic on every channel

alternates between idle state (when not used by primary user) and busy state (when

used by primary user). The cycle of idle and busy state renews or repeats itself. The

sequence of idle times {In : 1 ≤ n}and busy time {Bn : 1 ≤ n} is i.i.d. (independent

identically distributed) sequence. I is generic idle time and B is generic busy time

and the distribution of I need not be same as distribution of B.

4.4.2 Discrete Markov Process

The Discrete Markov Process is described as set of states. Agents switch to new or

same state according to the set of probabilities associated with the state change. At

any time, system is in actual state qt where, t = 1, 2, 3, .... Probabilistic description

needs description of current state and all previous states. As it is Markov chain it is
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described using only current state and previous state

aij = P [qt = si|qt−1 = sj] (4.6)

where, aij is state transition probability coefficient for all values of i and j. The

value of aij ≥ 0 represented as,

N∑
j=1

aij = 1 (4.7)

Hidden model in Discrete Markov Process

There are few applications where agent is observing signal without complete infor-

mation of source of signal. Agent represents it in the form of observation sequence.

Analysis of the observation sequence helps to understand hidden model representing

the behavior of source signal.

4.4.3 Hidden Markov Model

Non-deterministic traffic of the primary user produces observable outcome in the form

of idle and busy state, which can be characterized as signal. Characterizing real world

observations in signal model have following benefits,

1. The theoretical description is used to process signals for generating desired

output.

2. Observable outcome represented as signal, is helpful to learn about signal source

without source being actually available.

3. Enable to realize practical systems requiring prediction, recognition and iden-

tification.

The spectrum occupancy in primary network is non-deterministic and stochastic in

reality (Saleem and Rehmani, 2014). The stochastic Hidden Markov Model (HMM) is

used as probabilistic function of the Markov chains. The purpose of using HMM is to
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understand the behavior of the primary user and predict chances of accessing primary

band opportunistically. This is achieved by characterizing signal and training HMM

with parameters that best account for observed signal. The trained HMM generates

observation sequence and evaluates its probability of likelihood with actual sequence.

4.4.4 Elements of Hidden Markov Model

Hidden Markov Model is defined with following terms,

The Number of States, N : The states in HMM are hidden but have significance

with respect to observable outcome in that state. The state at time t is qt,

which is one of the state from set of states S = s1, s2, ..., sN .

The Number of Distinct Observation Symbols, M : It is the physical output

of the system being modeled. The number of possible observation symbols

possible per state represented as discrete alphabet size V = v1, v2, ..., vM .

State transition Probability, A: For the case where, single step is required to

reach any state from any other state is represented by state transition proba-

bility metrix A = aij, where

A = [aij] = P [qt+1 = sj|qt = si] , 1 ≤ i, j ≤ N (4.8)

aij � 0 for any state i reached from j in single step. Other types of state

transitions would have aij = 0 for one or more pairs of states.

Observation Probabilities: The observation probability distribution for state j for

observing vm, m = 1, ....,M in state sj

B = [bj(m)] = P [Ot = vm|qt = sj] , 1 ≤ j ≤ N and 1 ≤ m ≤M (4.9)

Initial state distribution, Π :

Π = [Πi] where Πi ≡ P (q1 = si) (4.10)
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The compact notation for HMM parameter set is given with implicit definition of

N and M ,

λ = (A,B,Π) (4.11)

Given, λ, the model can be used to generate an arbitrary number of observation

sequence of arbitrary length. Observation sequence is given as,

O = O1O2....OT (4.12)

where each observation is symbol from observation symbols set V and length of the

sequence is T . The observation sequence generator using HMM is represented in

following algorithm,

Given λ = (A,B,Π) with implicit specification of Number of states N and Number

of distinct observation symbols M

1. Use an initial state distribution π, for deciding initial state q1 = Si

2. Initialize t = 1

3. Choose observation symbol Ot = vm for state Si, according to the state proba-

bility distribution over possible symbols in state Si i.e bi(m)

4. Transit to new state qt+1 = Sj from state Si, as per the state transition proba-

bility distribution from state Si over all possible states

5. Increment t = t + 1 and For t ≺ T return to step 3. Else, terminate the

procedure.

This procedure is capable of generating observation sequence of arbitrary length.

Adjusting HMM parameter set helps to improve HMM performance by maximizing

likelihood with original sequence.
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4.5 Concluding Remarks

The chapter provides detailed insight of methodological constructs used for designing

context aware online, opportunistic routing algorithm for MCRAN. The chapter advo-

cates the use of multi-agent reinforcement learning for taking interactive and adaptive

dynamic decisions in MCRAN. The overview of Temporal Difference learning is given

to deal with dynamic and uncertain environment of cognitive radio network. TD

is used as incremental learning for predicting future behavior on the basis of past

experiences and incomplete knowledge of the system. Policy evaluation with action

selection strategies to balance exploration and exploitation are discussed.

The Alternate Renewal Process for modeling non deterministic primary user traffic

as Discrete Markov Process is discussed. Hidden Markov Model is illustrated in detail

as it is used to predict the channel behavior for deciding better routes for transmission.

The overall aim of this chapter is to provide conceptual details of methodology and its

appropriateness for context and spectrum aware routing in cognitive radio network.
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Chapter 5

Research Strategy and Algorithmic

Design

5.1 Introduction

This work investigates the dynamic decision making for spectrum aware routing in

Mobile Cognitive Radio Ad Hoc Network (MCRAN) using multi-agent reinforcement

learning and Hidden Markov Madel. The Multi-Agent Reinforcement Learning based

opportunistic routing scheme for MCRAN is proposed for jointly addressing the link

and relay selection problem. MCRAN is complex and dynamic system with various

uncertain factors such as unstable topology, intermittent channels and node avail-

ability that affects performance in time varying and complex manner. Rule or policy

based actions are not able to deal with the continuously changing environment. Re-

inforcement learning based agents provide intelligence to the system for finding near

optimal solutions.

The Multi-Agent Reinforcement Learning (MARL) based channel and relay se-

lection algorithm achieve good quality of service requirements by selecting reliable

and stable path online. The MARL based opportunistic routing scheme for MCRAN,

addresses the issue of routing packet in non-stationary and dynamic environment.

Every routing decision is made with respect to the current state of the environment

and actual transmission success probabilities.
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Conventional routing mechanisms attempt to find a fixed path for forwarding

packets from source to destination. There are a large number of routing protocols

proposed for cognitive radio ad hoc network, which finds a fixed path by using route

discovery procedures (Saleem Y. et al.,2015). Such fixed path schemes fail to address

the uncertainties and dynamic changes in topology due to intermittent spectrum and

route availability.

Routing in MCRAN is defined as the selection of sequence of relay nodes in the

absence or erroneous knowledge of topology. Routing should be spectrum aware with

following unique characteristics:

Mobility prediction: It is necessary to accurately represent movements of the cog-

nitive nodes. The preferred relay for forwarding packet should not be moving

towards the primary user region.

Primary user interference awareness: Interference to primary user should not

be increased because of particular link selection.

Opportunistic routing: Partially observable and non-stationary environment ne-

cessitates routing in opportunistic and online manner.

Proposed algorithm simultaneously learns channel statistics and good routes with

incomplete knowledge of the topology. MARL using Temporal Difference learning is

applied to MCRAN for modeling and designing of efficient spectrum and relay se-

lection scheme. Every Cognitive Node (CN) in MCRAN is intelligent agent which

is observing, learning and acting to improve its own performance. CN also improves

system performance by improving utilization of dynamically available spectrum. The

distinguishing characteristics of the MARL based online and opportunistic routing

are, Spectrum Awareness, Intelligent Link Selection, Strategic Interaction among Net-

work Nodes, Temporal Difference Policy Evaluation and Exploration using Soft-max

Action Selection, as shown in Figure 5.1.

MARL is used to model strategic interaction among multiple CN’s for making

intelligent decisions on spectrum and route selection. The importance of using MARL

in MCRAN is multi-fold,
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Figure 5.1: MARL Based Online and Opportunistic Routing

• Modeling strategic interaction among CNs as multi-agent system to analyze

agent’s behavior and policies of neighbours to improve reliability and perfor-

mance of MCRAN.

• MARL enables spectrum aware routing as multi-objective optimization problem

under various network settings.

• Flexible, self-organized and distributed approach using MARL enables to derive

efficient spectrum sharing only with local information.

5.2 System Architecture and Proposed Model

5.2.1 System Description

MCRAN consists of primary and cognitive nodes. Primary Users (PU) own the M

different channels. In each time-slot, these channels are observed by CNs and oppor-

tunistically utilize in an intelligent manner. Selection of the best available channel
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and prominent node towards destination improves the performance by selecting opti-

mum stable links on complete path. By leveraging benefits of reinforcement learning,

performance is improved with observed reward for successful completion of the task.

Figure 5.2 shows, the entire opportunistic spectrum access and the node selection

process is divided into following four sub-processes:

• Observation: Each CN observes channel activities concerning the surrounding

network and samples monitor PN activities on every channel in vector Q.

• Traffic Pattern Prediction: Observed vector Q is used for traffic pattern analysis

of M channels. The traffic pattern analysis is used to understand traffic trend

and predict Channel Availability (CA).

• Interaction: Multiple CNs share their environmental statistics and their own

preferences for participating in route formations.

• Adaptation: This final stage involves selection of idle channel and prominent

forwarding agent for data transmission and updating score vectors as per reward

received.

5.2.2 System Model

The problem of routing packet from source to destination is defined as selection of

intermediate relay nodes and links to be used on every hop (Barve and Kulkarni,

2014). The intermittent spectrum availability and absence of topological information

differentiate MCRAN from normal mobile network. Therefore, the problem of finding

reliable path from source agent s to destination agent d is designed with no or limited

knowledge of environmental dynamics. The total number of channels are represented

usingM . The set of Cognitive Nodes, CN = {CN0, ...., CNn} interacts for exchanging

local observations. Every agent CNi computes the Channel Availability CA, of all

detected channels C, where C ⊆ M . CA is calculated using predicted sequence

of channel. Predicted sequence is generated by modeling PU ’s traffic using Hidden
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Figure 5.2: Spectrum Access and Routing Stages

Markov Model(HMM). The objective is to select link with lowest transmission cost

represented by LCc on channel c where c ∈ C. The lowest link cost represents a link

having more CA, best propagation distance, lowest end-to-end delay and switching

cost.

In the path formation process, one of the CN called source node s, initiates in-

teraction with neighbouring CNs, N (s) within its vicinity. Nodes in the range of

propagation distance of the source receive relay request. Interesting neighbouring

nodes Ns, Ns ⊆ N (s), respond with their estimated best score to work as relay

agent. One of the willing neighbour is selected as the next candidate forwarding node
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Figure 5.3: Flow diagram of Link and Relay Selection

using the estimated best score and agents own experience of neighbour as forwarder

or relay. After selection of the next forwarder, s sends data packet on data channel

having better CA compared to all detected channels. The process of relay agent

selection and channel selection is repeated by every relay agent until packet is not

received at the destination. After successful reception at the destination, the desti-

nation sends an acknowledgment to the source agent s by tracing the path backward

until the source is reached.

Transmission from agent j incurs the transmission cost LCj
c on channel c. Trans-

mission cost consists of the expected time to transfer link layer frame, channel switch-

ing cost and channel availability. After successful reception of the packet at the des-

tination, it gets reward of <. The detailed flow of the multi-agent reinforcement

learning based routing algorithm is shown using Figure 5.3.

The problem of selecting random sequence of h hops/agents for the packet gener-

ated at the source s with index i for destination d, where Average Per Packet Reward
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(APR) is maximized. APR is represented as,

APR =
1

P

(
P∑
i=0

(
<−

h∑
j=0

LCj
c

))
(5.1)

Where, P is the number of packets successfully transmitted, < is the reward

received and h is the number of hops to reach the destination. LCj
c is the cost of

the link used at every hop. Selection of the lowest cost link at every hop increases

the reward achieved at the destination. Multi-agent reinforcement learning based

opportunistic and spectrum aware routing is designed to maximize Average Per Packet

Reward (APR).

5.3 Observation: Primary User Activity Monitoring

One of the most important requirement in MCRAN is to sense spectrum holes. CN

agent periodically scans and senses multiple channels for detecting spectrum holes.

The CN agent monitors and samples primary user activity. Local observations of CN

agent detect signal from primary transmitter. Following hypothesis model is used for

collecting samples of primary network activities on various channels,

Q =

n(t) H0

s(t) + n(t) H1

(5.2)

where, q(t) in vector Q is signal received at time t at sample frequency fs. Vector Q

is represented as,

Q = {q(1), q(2), q(3), ....q(t)....q(p)}

H0 is null hypothesis stating the absence of primary user signal in a certain spec-

trum band. Existence of primary user signal is shown using H1 as an alternative

hypothesis (Akyildiz I. et al., 2006). s(t) is unknown signal of primary user which

is independent and identically distributed and n(t) is the Additive White Gaussian
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Noise (AWGN).

Cognitive node compares the integrator output q(t) with threshold λ for every

channel c. At every instance t, the node records an observation symbols OSt as per

following condition,

OSt = 0 if q(t) ≤ λ; OSt = 1 if q(t) ≥ λ (5.3)

Every CN agent continuously senses and records such observation and creates

observation sequence for T time slots,

OS = OS1, OS2, ...., OST , where OSt ∈ [0, 1] ∀t = 1....T (5.4)

More number of 1’s in this sequence indicate more traffic on the primary channel.

On the other hand more number of 0’s indicate spectrum holes or white spaces avail-

able for dynamic and opportunistic spectrum access.

Spectrum Sensing: The Energy Detection technique of spectrum sensing are im-

plemented using Software Defined Radio (SDR). In SDR, all radio communication

related task like signal manipulation and processing is implemented in software in-

stead of hardware. It is implemented using flexible low-cost platform of Universal

Software Radio Peripherals (USRP) and GNU Radio. The wide band spectrum sens-

ing/analyzer gives N time samples of q(t) sampled at center frequency fs.

The channels of Wireless Local Area Network (WLAN) using IEEE 802.11 pro-

tocol are sensed using USRP and GNU radio. The WLAN channels with trademark

Wi-Fi uses frequency range of 2.4 GHz. It is divided into a multitude of channels.

Three channels in 2.4 GHz frequency range are sensed for generating observation

sequence OS of primary user activity for T time slots.
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5.4 Traffic Pattern Prediction using Hidden Markov

Model

CN agents are having cognitive capability to sense and use the idle resources of

the primary network. Intelligent search and exploration of spectrum opportunities

for dynamic spectrum access can improve the performance of cognitive node. Each

node is responsible for sensing each channel locally and using this information to

predict the future behavior of the target channel. Temporarily unoccupied channel is

used by cognitive user without creating interference for transmission of primary user.

The performance of the cognitive node is optimized by exploring the vacant channel

opportunities and avoiding the interference to the primary network.

5.4.1 Primary User Traffic Modeling

Primary network traffic is considered as binary sequence and modeled using stochastic

Alternative Renewal Process (ARP) (Yuan G. et al., 2010). Every CN agent con-

structs channel occupancy model as two state system. The traffic on every channel

alternates between idle state (when not used by Primary Network) and busy state

(when used by Primary Network). The cycle of idle and busy state renews or repeats

itself. The sequence of idle times {In : n ≥ 1} and busy time {Bn : n ≥ 1} are inde-

pendent identically distributed sequence i.i.d. I is generic idle time and B is generic

busy time, the distribution of I need not be same as the distribution of B. Binary

sequence represented using ARP is used to analyze and predict the ongoing activities

of PU channels.

Prediction Model

Binary sequence represented using ARP is used as training and testing data for pre-

diction engine. This observed data is used for designing the prediction model which is

used to predict the channel occupancy in the form of binary sequence. This predicted

binary sequence is used to predict the channel availability. Monitoring and analyzing
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the ongoing activities of primary user band can avoid interference to primary users.

Effective Modeling of these primary user activities can help to opportunistically use

and evacuate the channel without affecting the primary users transmission.

5.4.2 Hidden Markov Model(HMM)

Channel dynamics of primary network is modeled using Hidden Markov Model(HMM).

It is capable of characterizing real-world observations in terms of observation mod-

els. Characterization of such real world observations in terms of observation model is

potentially capable of learning about signal source without a presence of the source.

The HMM has been used in areas of speech recognition (Rabiner L. R. , 1989). HMM

has found application in radio error characterization in digital channel and analysis

of internet communication channel. HMM based channel traffic prediction was pro-

posed in the literature with brief analysis of HMM predictor (Sharma M. et al., 2008).

Channel status prediction using HMM is used to save the sensing energy and help to

exploit the spectrum holes (Tumuluru V. K. et al., 2010).

Spectrum occupancy in primary network is non-deterministic in reality. Stochas-

tic HMM explores spectrum holes more efficiently with lower probability of error

in prediction. Every agent in MCRAN periodically scans and senses multiple li-

censed channels to compute interference temperature and compare it with predefined

threshold value. Every node makes such observation and records channel Observation

Sequence OS = OS1, ...., OSn, for n channels, over the time period T . OS is series of

0’s or 1’s where, (OS)t ∈ [1, 0],∀t = 1, ..., T , showing whether the channel is available

or not at time t.

HMM characterizes OS into parametric random process. Spectrum occupancy

model of primary network is learned using observation sequence samples for predicting

the spectrum occupancy in next time slot.
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Problem Description:

Given observation sequence OS of channel c for T time slots which is monitored and

recorded from actual channel sensing of wireless channel c,

OS = {OSt}Tt=1 (5.5)

is used to predict observation sequence for the next time slots on the same channel.

Generated Observation Sequence(GOS) using HMM prediction is shown as,

GOS = {OSt}2Tt=T+1 (5.6)

The GOS is used for selecting preferred channel for communication.

Initial Parameter Set of HMM:

The HMM has N states, called s1, s2, ...., sN and discrete time-steps t = 0, 1, ... At

every time step the system is in one of the available N states. State at time t is

denoted by qt, with qt ∈ {s1, s2, ..., sN}. At every time-step, state qt is producing, one

of the available output symbol as per Emission/Observation Probabilities distribution

as shown in following Figure 5.4.

Figure 5.4: State Representation in HMM

The initial parameter set is defined using λ = (A,B,Π) has implicit specification

of N and M as follows,

• The Number of States, N : The set of states is represented as S = {s1, s2, ..., sN}

and with N = 2 set consist of {s1, s2}.
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• The Number of Distinct Observation Symbols, M : The observation sym-

bols are represented as V = {v1, v2, ..., vM} = {0, 1} where M = 2.

• State Transition Probability, A: Represents probability of reaching a par-

ticular state from any other state with single step. State transition probability

matrix,

A = [aij] = P [qt+1 = sj|qt = si] , 1 ≤ i, j ≤ N (5.7)

As the number of states are two that is N = 2

A = [aij] =


a11 a12 . . a1N

a21 a22 . . a2N

. . . . .

aN1 aN2 . . aNN

 =

a11 a12

a21 a22



aij � 0 for any state i reached from j in single step. Other types of transitions

have aij is zero for all remaining transitions. Figure 5.5 shows state transitions

with state transition probabilities,

Figure 5.5: State Transitions in HMM

• Observation Probabilities: The observation probability distribution for state

j for observing vm, m = 1, ....,M in state sj

B = [bj(m)] = P [Ot = vm|qt = sj] , 1 ≤ j ≤ N and 1 ≤ m ≤M (5.8)

As the number of symbols are two that is M = 2
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B = [bij] =


b1 (1) b1 (2) . b1 (M)

b2 (1) b2 (2) . b2 (M)

. . . .

bN (N) bN (2) . bN (M)

 =

b1 (1) b1 (2)

b2 (1) b2 (2)



• Initial state distribution, Π:

Π = [Πi] where Πi ≡ P (q1 = Si) ≡ [P (q1 = S1) , P (q1 = S2)] (5.9)

Initial Parameter Set of HMM (Example):

Observation Sequence of 60 symbols, {OSt}Tt=1, where T = 60, is taken for defining

initial parameter set λ = (A,B,Π).

No. of symbol '0': 29 No. of symbol '1': 31

Transitions in above Observation Sequence with respect to two symbols 1 and 0 are:

1. 0− 0 = 16/29

2. 0− 1 = 13/29

3. 1− 0 = 13/31

4. 1− 1 = 18/31
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A =

16/29 13/29

13/31 18/31

 , B =

0.6 0.4

0.4 0.6

 , Π =
[
0.5 0.5

]

Maximum Likelihood Estimation-Learning Model:

The objective of channel availability estimation is learning an HMM from observed

data. Maximum likelihood estimation approach is used to calculate λ∗ that maximizes

the likelihood of the sample training sequences, OS = {OSt}Tt=1 with improvement in

P (OS|λ).

Maximum Likelihood Estimation: Independent and identically distributed

samples of, OS = {OSt}Tt=1, are drawn from probability distribution P (OS|λ). The

objective is to find λ that makes OSt to P (OS|λ) as likely as possible.

OSt ≈ P (OS|λ)

The expectation modification procedure with given λ = (A,B,Π), recalculate λ

at each step using likelihood probability of occurrence of each state sj after state

si. This alteration step is repeated until convergence during which P (OS|λ) never

decreases. Flow diagram of HMM is shown in Figure 5.6.

Training of HMM and data processing by various components for channel selection

are shown in Figure 5.7, 5.8 and 5.9. Algorithm for traffic prediction using HMM is

as follows,
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Figure 5.6: Flow Diagram of HMM
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Traffic Prediction Algorithm

Given a training set of observation sequence for k channels,

Estimate parameter set λ = (A,B,Π) and learn the model that maximizes the

probability of generating OS for every channel, that is to find λ∗ that maximizes

P (OS|λ).

1 : Input

-The Observation Sequence X = {OS1, OS2, ....OSk} for k channels

-OS is series of 0’s or 1’s where, OSt ∈ [1, 0],∀t = 1, ..., T

2 : Initialize

-Decide the distinct observation symbols v = {0, 1}

-Decide the number of states in the model S = {s1, s2} where s1 is idle

-and s2 is busy

3 : Estimate λ = (A,B,Π)

-A: Probability of State Transition between idle and busy

-where aij = P (qt+1 = sj|qt = si)

-B: Observation Probability between 0’s and 1’s at time t

-Π: Probability of Si to be the first state in the observation sequence

4 : Training Model

-Predict qT+1 based on past OSk = {q1, q2, ....qT}

-Update λ to maximize the likelihood probability of generating OS that is P (OS|λ)

-Probability of P (OS, 1|λ) and P (OS, 0|λ) is calculated to decide state at qT+1

-if P (OS, 1|λ) ≥ P (OS, 0|λ) then qT+1 = 1 else qT+1 = 0

-Repeat step 3 and 4 for maximizing the probability of generating X for every

channel that is to find λ∗ that maximizes P (OS|λ)

5 : Prediction

-Generate the observation sequence for the same channel

GOS = {OS}2Tt=T+1 using {OS}Tt=1
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Figure 5.7: Data Flow Diagram of HMM Level 0

Figure 5.8: Data Flow Diagram of HMM Level 1
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Figure 5.9: Data Flow Diagram of HMM Level 2

5.5 Link Selection in MCRAN

The route setup in MARL based routing requires selecting reliable link based on

local environmental observation and other link characteristics. Prerequisite of link

selection between two neighbouring nodes is that both the nodes must have a non-

empty intersection of their available channel sets.

Specific metrics under consideration for MCRAN during link selection stage are:

Channel Availability, Spectrum Propagation, PU Protection, Expected Time to Trans-

mit and Channel Switching Cost. The link selection stage selects links with the lowest

transmission cost denoted as LCc. The lowest link cost represents a link with the high-

est availability for transmission, best propagation distance, lowest end-to-end delay

and switching cost.

5.5.1 Channel Availability

Every node should compute the set of available channels using their Observation

Sequence (OS) (Sharma M. et al., 2007). Every node in MCRAN periodically scans

and senses multiple primary channels to detect primary signal and compare it with
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predefined threshold value. Every node makes such observation and records channel

Observation Sequence OS = {OS1, OS2, ...., OST} for every channel c, over the time

period T. OS is series of 0’s or 1’s with, OSt ∈ [1, 0] ∀t = 1, ...., T .

The value of OSt shows, the channel is available or not at time t. The more the

number of 1’s in the OS, the higher the interference indicated for the channel at the

node. Channel Availability (CA) is obtained by computing the amount of time, the

channel is available for a particular time period. CA is calculated using following

equation,

CAc = A0
c +
|GOSHc|
GOS1

Hc

(5.10)

where,

Hc : Trained HMM for channel c

GOSHc : Binary sequence generated by Hc

|GOSHc|: Length of sequence GOSHc

GOS1
Hc
: Generated observation sequence containing number of 1’s, GOS1

Hc

A0
c : Average number of 0’s between two 1’s in the Generated Observation Sequence A0

c

Availability of channel c is higher with more number of 0’s and lower for less

number of 0’s. Higher value of CA requires,

• Few slots with primary signal strength exceeding the threshold.

• A larger gap between two symbols of 1’s in the generated observation sequence.

Channel Availability: An Example

An HMM is trained to characterize each channel and Hc is Trained HMM for cth

channel.

GOSHc = 0100101100011 = Observation Sequence generated by Hc for channel c

Number of 0’s between two symbol of 1’s,
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at position 2 and 5 = 2

5 and 7 = 1

7 and 8 = 0

8 and 12 = 3

12 and 13 = 0

A0
c = (2 + 1 + 0 + 3 + 0)/5 = 1.2, GOS1

Hc
= 6, |GOSHc| = 13

CAc = 1.2 + (13/6) = 3.37

The node selects the channel with highest value of channel availability (CA), as

the most preferable channel for communication. Every cognitive node calculates CA

for every channel c and ranks channels using its value. The information about the

set of available channels is shared with neighbouring nodes to agree upon common

channels for communication.

The most available channel between two nodes is selected as the Control Channel

(CC), for sending Control Packet (CP ) and the remaining channels are used as

Data Channel (DC), for actual data transmission. Cij = CCC
ij + CDC

ij Where, Cij

is representing a set of available channels between two nodes i and j that is an

intersection of available channels between node i and j. CCC
ij is Common Control

Channel and CDC
ij are Data Channels between any two nodes i and j.

5.5.2 Mobility Model

In order to design effective routing protocol, it is necessary to develop and use mobility

model that accurately represents the movement of CN (Abedi and Berangi, 2013).

If CN is moving towards the primary user region, it affects the spectrum and relay

availability. Mobility model can be used to predict the movement of the CN towards
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primary region. The random movement of the CN can be modeled using random

mobility models such as Random Waypoint, Constant Velocity Random Direction

and Random Gauss-Markov Mobility Models (Ariyakhajorn et al., 2006).

Proposed algorithm requires appropriate decent mobility model which will attempt

to mimic the movements of the real mobile node by allowing past velocities and direc-

tions to influence future velocities and directions. Random Gauss-Markov Mobility

Model is used to describe the object trajectory as it can capture the correlation of

object velocity in time (Liu B. et al., 2011).

In Gauss-Markov mobility model the nodes move randomly and their speed and

direction changes are tracked using their previous values. For using Gauss-Markov

mobility model, each cognitive node is assigned with both initial speed and direction

as well as average speed and direction. After the fixed interval of time, a new speed

and direction will be calculated for each node which follows the next course until the

next time step.

Mobility prediction

A link between any two nodes is available if nodes are within the transmission range

of each other. If the cognitive node is moving towards the primary user region, the

probability of link availability decreases significantly due to increased interference in

the primary network, shown in Figure 5.10 (Guan Q. et al., 2010). Suppose Dla is

predicted time for which a link will be available and P (Dla) represents the probability

that this link’s availability may last till the end of duration Dla. The value, Dla is

influenced by possible changes in velocity and direction of every CN .

Only predicting link duration [Dla, P (Dla)] is not sufficient for MCRAN, since the

links between two CN is affected not only by its mobility but also by activities of PU .

In this situation, the changing distance between PU and CN should be monitored

for the link quality prediction. Therefore another pair of [D̂la, P (D̂la)] is proposed to

predict link availability before node moves into interference region of PU. Similar to

Dla, D̂la is the predicted time until a CN is out of the interference region of a PU ,

with its probability P (D̂la). The final link selection is revealed by the combination
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Figure 5.10: Distance and Mobility Prediction

of [Dla, P (Dla)] and [D̂la, P (D̂la)] to enable the cognitive link prediction.

The node moving away from PU’s region should have more preference as the

probability of link availability is more. Thus, link selection for relaying information

is influenced by mobility pattern, link characteristics and its availability.

Remark 1 It is assumed that each cognitive user knows its location and PU region

using GPS (Global Position Systems). In most geographical routing protocols, a

source node knows the location of its corresponding destination node.

5.5.3 PU Protection

A link is considered available if the pair of nodes associated with it are within the

transmission range of each other and out of the interference region of any primary user

in MCRAN. The former is common condition in wireless ad hoc network while the

latter is the specific requirement in MCRAN. Consequently, link availability should be

determined by [Dla, P (Dla)] and [D̂la, P (D̂la)] together. The link availability duration

Dc is calculated as,

Dc = min
{

[Dla × P (Dla)], [D̂la × P (D̂la)]
}

Minimum of, products of spectrum availability for duration Dla , its associated

probability, [Dla × P (Dla)] and duration of link availability before node move into

the PU region, its associated probability, [D̂la × P (D̂la)]. Thus, the PU protection is

achieved by selecting only those links which are away from the interference range of
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PU.

5.5.4 Spectrum Propagation

End-to-end latency of routing can be improved by selecting a channel with good

propagation characteristics. The frequencies in the lower range have better prop-

agation characteristics as they travel farther with lower attenuation. This can be

used to decrease the number of hops to reach the destination. To improve latency

in MCRAN, links with better propagation characteristics are selected. Propagation

Distance (PD)is calculated by (Chowdhury and Akyildiz , 2011)

PDc =

[(
1

4Πfc

)2

.
Pt
Pr

]1/a
(5.11)

Where, l is the speed of light, fc is the representative frequency, a is the attenuation

constant, Pt and Pr are transmitting power and required receiver power. Selection of

proper frequency and transmission power for link establishment decreases hop count

to reach the destination, which results in improving the end-to-end latency.

5.5.5 Expected Time to Transmit

Expected time to transmit (ETT) is the amount of time required to transmit mes-

sage/packet from the first bit until to the last bit of message. For any wireless channel

packet transmission time is obtained from packet size and bit rate in bit per second

(Kyasanur and Vaidya , 2006).

ETT = PacketSize/BitRate (5.12)

Different links may have different data rate when 'autorate' feature is enabled

in the wireless interface device. Wireless communication with IEEE 802.11 standard

offers different data rates for different links. The link data rate can be measured using

probe packets, or can be read by querying the driver available with all new hardware.
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5.5.6 Link Selection Cost

Characteristics of the selected link are,

1. Selected channel should take minimum possible amount of time to transmit a

link layer frame, represented by Expected Time to Transmit (ETT).

2. Link availability duration is the probability that it will remain available for the

particular transmission time requirement.

3. Channel availability is the average amount of time the channel is available for

the transmission.

4. Propagation distance is the measure of travel capacity of electromagnetic radi-

ation with lower attenuation.

With all the above parameters, formulation of cost metrics for channel selection

is as follows,

LCc = ETTc +Dc + 1/CAc + 1/PDc (5.13)

Where, LCc is the link cost of using channel c

ETTc is Expected Transmission Time for c

Dc is link availability duration for c

CAc is the channel availability for c

PDc is the propagation distance if using channel c.

Selection of the lowest link cost at every hop on entire routing path from source

to destination increases the per packet reward. This causes increase in average per

packet reward for P number of successfully transmitted packets.

5.6 Online and Opportunistic Routing

The performance of online and opportunistic routing in uncertain and dynamic wire-

less environment is improved using RL. RL is used to learn optimal policy on-line
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from direct interactions with the environment for solving non-linear control problems

(Wei-bing and Xian-jia, 2009). Using RL, the agent learns how to achieve the given

goal by trial and error interaction with the environment. It improves performance

of the agent from the received reward or punishment as a result of the performed

action(Nie and Haykin, 1999; EI-Sayed EI-Alfy et al., 2006; Duana Yet al., 2007;

Usaha and Barria, 2007).

In MCRAN, every CN is considered as an intelligent agent and mobile wireless

network as an environment. The agent tries to improve spectrum utilization and net-

work performance. Temporal difference (TD) implementation of RL, learns directly

from raw experiences without model of the environment dynamics (Kaebling L. P.

et al., 1996). It uses generalized policy iteration to update estimates, based on the

parts of other learned estimates, without waiting for the final outcome. TD method

waits until the next time step, at t+1 it immediately forms a target and makes useful

update using observed reward rt+1 and estimates V (st+1),

V (st) = bV (st) + α {rt+1 + γV (st+1)− V (st)}c

Where α , is a step-size parameter and the setting for αmay be fixed or diminishing

over time.

5.6.1 Markov Decision Process for Routing in MCRAN

The task that satisfies the Markov Property, that is all decisions and values are

functions of the current state only, is called Markov Decision Process (MDP) (Sharma

and Gopal, 2010). MDP is defined by its state and action sets and by the one-step

dynamics of the environment. Given the current state and action, one-step dynamics

enable us to predict the next state, expected next reward and iteratively all future

states and rewards.

MDP is represented using the tuple 〈S,A, f, ρ〉, where S is the set of possible states

of environment; A is the set of available actions; f is the state transition probability

function and ρ is the reinforcement function (Sutton and Barto, 1998). In the context

of MCRAN, MDP tuple can be represented as follows:
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• State Space/Set S: S is a possible set of states of the environment. In MCRAN,

states are set of neighbours of every cognitive node s represented as Ns. One of

the neighbouring node from set Ns is selected as the next candidate relay node.

• Action Space/Set A: A is a set of agent actions or behavior of the agent at a

specific time, allowing it to change from one state to another state. In MCRAN,

A is the set of all allowable actions available to every node s that is A(Ns) =

Ns ∪ T . The possible action for any node includes,

1. Select one of the neighbouring nodes as a candidate relay node for trans-

mission.

2. Terminate the packet.

• State transition probability f : S × A × S → [0, 1] is the state transition

probability function. As a result, of the action at ∈ A the environment changes

its state from St to St+1 ∈ Ns according to state transition probability given by

f . The probability of selecting particular node as a forwarding node based on

the routing score of the neighbouring nodes.

• Reinforcement or reward function ρ : S × A × S → R is the reinforcement

function. Reward R can be used to evaluate immediate effect of action at the

transition from St, to St+1. For CRN, the reward function is defined on the

state space Ns and potential decision a ∈ A(Ns) as,

ρ (Ns, a) =


−LCc if a ∈ Ns

R if a ≡ T at destination d

0 if a ≡ T at intermediate node

(5.14)

After receiving the packet at destination the cumulative link cost, LCc is sub-

tracted from the final reward received at the destination. Selection of the lowest

link cost at every hop ultimately increases reward at the destination. Discrimination

among the termination events T as follows,
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• Positive reward R is obtained if the packet is terminated at the destination after

successful delivery.

• The termination of the packet at intermediate node causes zero rewards.

5.6.2 Overview of MARL Based Routing

Routing is a challenging problem in MCRAN due to nodes mobility, intermittent

spectrum availability and incomplete knowledge of the environment. Routing is done

online and in an opportunistic manner by selecting the most prominent relay node

as forwarding node according to its routing score, location and spectrum availability.

Proposed scheme makes the decision in distributed manner by following three-way

handshake between node s and its neighbours N(s).

• Node s, sends control packet of relay request on common CC to all the neigh-

bouring nodes.

• The subset of neighbouring nodes interested in becoming a relay for the source

s send relay reply.

• Node s announces the candidate forwarding node based on routing score and

then send data packets.

The Link selection process selects the link with the lowest transmission cost rep-

resented by LCc. The lowest link cost represents a link with more availability, best

propagation distance, lowest end-to-end delay and switching cost. In the relay selec-

tion stage, source node s broadcasts the relay request over the control channel for

destination d, and this request is received by the set of neighbouring relay node N(s)

within source s vicinity. neighbouring nodes willing to participate in the routing

process respond to s represented by the set Ns ⊆ N(s).

As shown in Figure 5.11, one of the willing neighbours is selected as the next

candidate forwarding node using the routing score and node’s own experience of

neighbour as relay. After selection of the relay, s sends data packet on the most
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available data channel to the next relay. This process is iteratively done until packet is

not received at the destination. After successful reception of packet at the destination,

the destination is responsible for sending packet acknowledgment to the source by

tracing the path backward to the source. It is assumed that fixed positive reward R

is obtained after successful delivery of packet at the destination.

Figure 5.11: Route Formation from Source '1' to Destination '9'

The routing score of any agent is the representation of how many times that agent

was interested in route formation and how many times it has been selected and has

successfully completed transmission. The routing score is calculated with the help of

following three variables,

Willing neighbour WN (s,Ns) : Relay request is replied by the set of neighbour

Ns ⊆ N (s). Every time an agent is willing to participate in the routing process,

WN is incremented for every agent in Ns.

CHAPTER 5. RESEARCH STRATEGY AND ALGORITHMIC DESIGN 116



Multi-Agent Reinforcement Learning Based Routing in Cognitive Radio Network

Candidate Best Relay (CBRn
t ) : The number of times the node n is selected as a

candidate relay node. (CBRn
t ) is incremented after selecting one of the neigh-

bouring nodes as relay for forwarding packets towards destination.

Routing Score Vector V n
t (s, a) : The number of times routing decision a ∈ A(s),

for neighbour n has been made till time t for the source s.

After completing selection of the relay and transmission, every node updates V

with a reward received computed as follows,

V n
t (s, a)← V n

t (s, a) + αCBRn
t

[
rt+1 + γV n

t+1 (s, a)− V n
t (s, a)

]
(5.15)

Where, V represent the routing score for the agent s for selecting the node n as

a relay using action a. α, is step-size parameter and the setting for α is influenced

by CBRn
t . rt+1 is a reward received by the node s for selecting the node n as relay.

γ is representing discount rate 0 ≤ γ ≤ 1, determines the present value of the future

reward. The routing score is updated on every successful relaying.

The problem of routing is a continuous task for P number of packets. Learning

from observed reward immediately improves the routing performance with every ac-

tion selection. Agent conveniently forms a target with V n
t+1 (s, a) and make a useful

update using the observed reward computed using Eq. 5.15.

5.6.3 MARL Based Routing Algorithm

All node share CA information with the help of beacon messages. The control channel

is used to send relay request and relay reply and sending the final acknowledgment to

the source from the destination. The remaining steps involve the selection of a relay

node among the willing nodes. Proposed multi-agent reinforcement learning based

routing algorithm is given as follows,
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MARL Based Routing Algorithm

Given the set of CNs and channels, find subset of intermediate nodes from source to

destination forming path for forwarding packets.

MDP tuple: 〈S,A, f, ρ〉 =⇒ 〈Ns,A(Ns), f(Ns,A), ρ(Ns,A)〉

1. Initialization

-CN agent shares available channels using beacon message within their vicinity

-Agree upon Control Channel (CC) and Data Channel (DC)

2. Relay Request

-Source s sends a control packet (CP ) containing relay request RREQ on CC

for destination d

-Contains destination ID

3. Relay Reply

-Let N(s) denote random set of nodes that has received CP

-RREP is sent from node Ns ⊆ N(s) includes Routing Score (RS)

4. Selection and Transmission

-Upon reception of RREP from Ns, variable Willing neighbour WNn is incre-

mented for node n ∈ Ns

-Node s select routing action a ∈ A(s) using Softmax Action Selection Rule

-Sends data packet on most available common data channel between s and n at

the time t

5. Reception and Acknowledgment

-Upon successful reception of DP,an acknowledgment is sent back to the sending

node

-Candidate Best Relay, CBRn
t is updated which is number of time node n is

selected till time t
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6. Computation Stage

-Upon completion of transmission, node s updates score vector V

-The routing decision of node s at time t is based on Routing Score

-Message received from neighbours is used to update the Routing Score Vector

Initialization

The MARL based routing starts with deciding common channel or links between

every pair of node. Suppose Ci indicates available channels for node i and Cj indicate

channels available for j. Common channels among the nodes i and j are represented

using Cij = Ci ∩ Cj with |Cij| = k channels. These common channels are ranked

according to their link cost computed using following equation,

LCc = ETTc +Dc + 1/CAc + 1/PDc

Where, LCc is the link cost of using channel c, ETTc is Expected Transmission Time,

Dc is link availability duration, CAc is the channel availability, PDc is the propagation

distance, if using channel c.

Relay Request

Different pair of nodes has different control channel decided as per their channel avail-

ability. Necessary actions performed by various nodes involved in the relay request

process are,

• Using Control Packet (CP ) Relay Request is sent to neighbouring nodes when

any node needs to discover route to destination

• Source agent s send CP on CC for destination d, received by all nodes within

its vicinity

• CP contains 〈Destination-ID, Source-ID, CP-ID, Hop-Count〉
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• neighbour node n ∈ Ns sets up a reverse route entry in its one hope neighbour

table for source s

Relay Reply

Subset of nodes Ns from set N(s) send route reply to source s as per their possibility

to participate in the routing process.

• Let N(s) denotes random set of node that has received CP

• REP from node Ns ⊆ N(s) contains node’s identifier and willingness to partic-

ipate in route formation

Selection and Transmission

Variable Willing neighbourWNn is incremented for every relay replay from neighbour.

Node s selects routing action of selecting next forwarding node using Soft-max Action

Selection Rule using adaptive Routing Score V described in equation no 5.15. Source

s sends data packet DP on the most available data channel DC between s and n at

time t.

• Variable Willing neighbour WNn is incremented for node n ∈ Ns if n want

to work as relay

• Variable WNt(s,Ns):Number of times up to time t, Ns has received and replied

CP from s

• Node s selects routing action a(s, n) ∈ A(N t
s) using Softmax Action Selec-

tion Rule

• Send data packet on most available common data channel between s and n at

time t
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Figure 5.12: Data Flow Diagram for Routing Level 0

Reception and Acknowledgment

After selecting best candidate forwarding node, variable Candidate Best Relay (CBRn
t ),

is updated which is number of time up to time t particular node or agent is selected

as relay.

• Variable Candidate Best Relay is incremented

CBRt(s, n, a) =

CBR
n
t−1(s, a) + 1 if (n, a) = (N t

s, a
t
s)

CBRn
t−1(s, a) if (n, a) 6= (N t

s, a
t
s)

• Upon successful reception ofDP , an acknowledgment is sent back to the sending

node

• A fixed and positive reward R is obtained upon successful delivery of a packet

to the destination.

• Packet get −LCci as reward upon its Successful reception at intermediate node

End-to-End Routing Metric for p hopes,

RM(r) = R−
p∑
i=1

LCci (5.16)
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Figure 5.13: Data Flow Diagram for Routing Level 1

Adaptive Computation Stage

Upon completion of transmission, node s updates adaptive Routing Score. The rout-

ing decision of node s at time t is based on V Acknowledgment received from neigh-

bours is used to update V Score Vector

V n
t (s, a)← V n

t (s, a) + αCBRn
t

[
rt+1 + γV n

t+1 (s, a)− V n
t (s, a)

]
Routing Score is defined for every packet,

RS ← Vt+1(s,N, a) (5.17)

Routing and interaction engine selects stable, reliable channels and best relay

node for finding efficient routes, as shown in data flow diagram, Figure 5.12. The

data flow diagram shown in, Figure 5.13, provides details of information processed by

different modules in routing process. The detailed interdependence, data processing

and exchanging among various components are shown in data flow diagram, Figure

5.14.

CHAPTER 5. RESEARCH STRATEGY AND ALGORITHMIC DESIGN 122



Multi-Agent Reinforcement Learning Based Routing in Cognitive Radio Network

Figure 5.14: Data Flow Diagram for Routing Level 2

5.6.4 Action Selection

Selection of relay using routing score can increase the load on one of the nodes with

better score (greedy selection) as compared to other neighbours. If the best node

is selected, it is the exploitation of current values of actions. Instead of selecting

the top ranked neighbouring node, the softmax action selection rule is used to select

one of the non-greedy actions. This enables to explore, as it allows to improve the

values of non-greedy actions. Softmax action selection rule is efficient in exploring

and exploiting the network opportunities by taking a sequence of decisions which will

increase the routing score of every willing neighbour. Suppose estimated value of

action a at tth play,

Qt(a) = V n
t (s, a) (5.18)

The softmax action selection method is instinct in balancing exploration and ex-

ploitation in online dynamic routing. It can be represented as,

P =
eQt(a)/T∑n
a=1 e

Qt(a)/T
(5.19)
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Where, T is a positive parameter called temperature. High temperature causes equi-

probable action selection. This enables exploration by improving the estimate of non-

greedy actions. Low temperature causes the greater difference in selection probability

for actions that differs in their value estimate. When T → 0, softmax action selection

will behave as greedy action selection.

• Softmax Action Selection Rule-Balanced routing action selection

• High Temperature: Action selection is equi-probable (Exploration)

• Low Temperature: Greedy action selection (Exploitation)

Table 5.1. shows example about how action selection probabilities vary with temper-

ature T .

Table 5.1: Softmax Action Selection Probabilities

STATE VALUE T → 20 T → 1

S1 2 0.239 0.041

S2 3 0.252 0.112

S3 1 0.228 0.015

S4 5 0.278 0.831

≈ TOTAL 0.997 0.999

5.7 Concluding Remarks

In this chapter, algorithmic design of spectrum aware hop by hop routing from source

to destination using multi-agent reinforcement learning is represented. The detailed

algorithm for generating observation sequence of primary user activity to predict

channel availability is represented using Hidden Markov Model. Different important

characteristics of link with respect to cognitive radio network are elaborated with

mobility model. The complete route formation process is explained using MARL

based routing algorithm with detail description of every step.
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Chapter 6

Implementation and Analysis of

Channel Selection

The overall aim of the reinforcement learning based routing algorithm is to select the

route from source to destination with maximum available links on each intermediate

node. This multi-agent reinforcement learning based routing algorithm is designed

and implemented successfully to explore the spectrum and routing opportunities in

non-stationary, dynamic and mobile environment.

The implementation of multi-agent reinforcement learning based routing involves

two stages i.e link selection stage and online opportunistic route formation stage.

Selecting link on every hop with characteristics of good propagation distance, the

minimum expected transmission time, more channel availability and duration, re-

sults in stable links with more forwarding distance towards destination. Primary user

activities should be continuously sensed, monitored and recorded for analyzing chan-

nel usage characteristics. This helps to understand primary user’s behavior, channel

usage statistics and predicting their future channel availability. The following sec-

tion describes the experimental details of sensing primary user signal for generating

Observation Sequence of primary user activity.
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6.1 Network Model for Channel Sensing

Five sensing nodes are kept in an area of 100× 100 meters having minimum distance

between any two nodes is 30 meters. Wi-Fi channels belonging to Wireless Local

Area Network (WLAN) IEEE 802.11n are sensed with frequency range of 2.4 GHz.

IEEE 802.11n based wireless communication standard devices communicate using

wireless distribution of access points in limited area. IEEE 802.11n is a set of speci-

fication of communication using Medium Access Control (MAC) and Physical Layer

in 2.4 GHz frequency bands.

The frequency range of 2.4 GHz band is divided into 14 different channels sepa-

rated by 5 MHz band. The overlapping bands cause interference to each other. Inter-

ference between any two channels is minimized by avoiding overlapping and making 3

to 4 channel under clear condition. Therefore, 2.4 GHz band with 802.11n offer only

three communication channel in non-interfering manner with 22 MHz of theoretical

bandwidth. These channels are channel no. 1, channel no. 6 and channel no. 11,

shown in Figure 6.1.

Figure 6.1: Wi-Fi Wireless Channels in 2.4 GHz Range

Channel sensing activity is performed on these three different channels, channel no.

1, 6 and 11 using special programmable radio hardware, Universal Software Radio

Peripheral (USRP) and open source signal processing toolkit, called GNU Radio.

Real-time spectrum sensing with current environmental conditions increases accuracy

in channel availability prediction. Spectrum sensing and hardware implementation

are discussed in the following section.
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6.2 Implementation Details of Spectrum Sensing

The proper exploitation of the spectrum hole or white spaces in radio spectrum re-

quires robust, fast and accurate methods for their detections. This work uses energy

detection technique for adaptively detecting white spaces in radio spectrum (Sobron

I. et al., 2015). Energy detection technique detects white spaces efficiently, without

the information about primary user. The cognitive radio transceiver is having two

important characteristics, 'Cognitive Capability' and 'Re-configurability'.

Cognitive Capability: Enables radio to capture information from surrounding ra-

dio environment. Identify the portion of the spectrum that is not used at spe-

cific time or location. This helps for selecting best spectrum and appropriate

operating parameter for transmission.

Re-configurability: Enables radio to be dynamically programmed with new trans-

mission parameter according to the sensed radio environment. It allows transmit

and receive on a variety of frequencies and to use best among various transmis-

sion access technologies.

Software Defined Radio (SDR) provides capability to sense dynamic spectrum

activities and change transmission parameters of the radio as well as modulation /

demodulation scheme in software. SDR is the main building block of cognitive ra-

dio for sensing and reconfiguring to the best spectrum band. SDR is defined as a

reconfigurable communication platform to perform different functions. The Energy

Detection method is implemented using special type of Radio Frequencies (RF) hard-

ware called 'Universal Software Radio Peripheral N210 (USRP N210)' and a software

toolkit 'GNU radio'.

6.2.1 Universal Software Radio Peripheral

Universal Software Radio Peripheral, USRP N210 is the best testbed or platform

for cognitive radio and software defined radio related experimentation developed by

Matt Ettus (Matt Ettus , 2015). The Ettus Research USRP N210 enable to rapidly
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design and implement powerful, flexible software radio systems, shown in Figure 6.2.

Applications requiring high RF performance and great bandwidth can be efficiently

developed using USRP N210.

The USRP is reconfigurable hardware designed for RF applications from DC to

6 GHz. USRP interfaces with the computer through gigabit ethernet connection.

The connection is used for data transfer between USRP and host processor. This

enables personal computer to serve as high bandwidth software radio’s. Collectively,

GNU radio with its signal processing libraries, a personal computer and Universal

Software Radio Peripheral provides an ideal solution for developing software defined

radio platform with minimal and generic hardware. USRP consist of two important

components motherboard and daughter-board.

Figure 6.2: Universal Software Radio Peripherals N210

USRP Motherboard

The main components of the USRP motherboard include a 3A-Digital Signal Pro-

cessing 3400 Field Programmable Gate Array, 100 MS/s (Mega Samples per Second),

dual Analog to Digital Converter (ADC), 400 MS/s dual Digital to Analog Converter

(DAC). Figure 6.3 shows the block diagram of USRP. USRP N210 reference clock can

be disciplined with the worldwide GPS standard using an optional GPSDO module.

Using Gigabit Ethernet connectivity, it can stream up to 50 MS/s to and from host

applications. The FPGA firmware is reloaded through the Gigabit Ethernet interface.
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Figure 6.3: USRP Motherboard

USRP Daughter-board

The USRP is paired with daughter-board which is modular component of USRP serves

as RF front end. As this focuses on sensing of unlicensed frequencies in 2.4 GHz range

(Industrial, Scientific and Medical-ISM radio bands), SBX USRP Daughter-board is

used with a wide range for 400 MHz to 4.4 GHz, shown in Figure 6.4. SBX USRP

Daughter-board is,

• Wide band transceiver providing 100mW of output power

• The Noise figure of USRP N210 is 5 dB

• Dual band operation is supported by allowing the local oscillators to operate

independently for the receive and transmit operation.

• Total bandwidth is 40 MHz.

• Able to access different bands in the 400 MHz-4400 MHz range.
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• WiFi, WiMax transceivers and 2.4 GHz ISM band transceivers are few example

applications.

Figure 6.4: SBX- Daughter - board

6.2.2 GNU Radio

Transmission of data on wireless channels requires signal processing for converting it

into the digital stream or receive data from the digital stream. Radio system uses

dedicated integrated circuits in hardware for performing signal processing/conversion.

Software defined radio performs this signal processing using signal processing software

instead of hardware. Free and open-source software development toolkit, 'Gnu Radio

' is used to implement this signal processing blocks. GNU Radio can be interfaced

with low-cost external RF hardware like USRP (GNU Radio ), shown in Figure 6.5.

Many basic elements of radio systems are supported by GNU radio for any wireless

application. Some of the elements are modulator, demodulator, encoders, decoders

etc. It supports to connect and manage these blocks for transferring data from one

block to another.

Python Programming language is used to write all applications of wireless commu-

nication and performance critical paths are implemented using C++ with processor
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floating point extension. This is simple to use and rapid application development en-

vironment and offers development of real-time, high throughput wireless application.

Figure 6.5: GNU Radio and USRP

6.2.3 Spectrum Sensing

The spectrum sensing is implemented as wideband spectrum analyzer. To scan three

channels of 2.4 GHz RF spectrum, a spectral window that is bandwidth of 22 MHz

is used. The USRP RF front end is tuned to particular channel one by one. USRP

scans across the spectrum and makes RF measurement.

Large frequency is analyzed by sweeping over the required frequency range. USRP

collects T time samples on center frequency fs, represented by vector Q. USRP

is tuned to different RF center frequencies for collecting samples of three wireless

channels. The output of sensing of three Wi-Fi channels is given in Figure 6.6, 6.7

and 6.8.

Every sample in screen shot represents date, time in microseconds, center fre-

quency, signal power recorded at sampling frequency and noise floor. The range of

frequencies separated by 22 MHz is given as input to sensing procedure which pro-

vides p signal samples for particular center frequency. These samples are used to

create Observation Sequence for that channel.
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Figure 6.6: Sensing Result of Channel No. 1 : 2.412 GHz

6.2.4 Observation Sequence

CN monitors and samples primary user activities. Samples collected for every channel

are used for representing primary user activity in particular channel. The sample q(t)

in vector Q represents signal power received at time t at sample frequency fs. Vector

Q is represented as,

Q = {q(1), q(2), q(3), ....q(t)....q(T )}
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Figure 6.7: Sensing Result of Channel No. 6 : 2.437 GHz

From Figure 6.7, Vector q for channel no. 6 represents signal power received tth

sample,

q = {7.258, 7.958, 7.853, 9.440, 11.508, 14.581, 16.055, 14.868, 10.969, 9.543, 9.173}

CN compares the integrator output q(t) with the threshold λ for every channel c.

At every instance t, the node records an observation symbol OSt as per the following

condition,

OSt = 0, if q(t) ≤ λ; OSt = 1 if q(t) ≥ λ

Every cognitive node periodically sense and records such observation and creates

observation sequence for T time slots by deciding λ as minimum power required to

represent signal generated from primary transmitter. The value of λ is dependent on

the total gain. λ is always below the square root of total gain. Monitored Observation

Sequence for channel no. 6 is,

OS = {OS1, OS2, ...., OST} , where OSt ∈ [0, 1] ∀t = 1....T
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Figure 6.8: Sensing Result of Channel No. 11 : 2.462 GHz

OS = {0, 0, 0, 0, 1, 1, 1, 1, 1, 0, 0}

Every channel i.e channel no. 1, 6 and 11 is scanned, sensed and analyzed to

record the strings of 0’s and 1’s. These strings that is observation sequence is used

to find statistics of activities of primary user. Monitoring and recording of wireless

channel in the form of observation sequence helps to represent dynamic changes in

primary user activity and traffic pattern.

6.3 Training Hidden Markov Model

Observation sequences of channel no. 1, 6 and 11 are obtained having |Q| number

of symbols. These |Q| symbols are divided into |Q| /T sub sequences, having length

T . For example, from the continuous observation samples of primary user activity

|Q| = 3300 symbols are taken. These |Q| symbols are divided into 11 sub-sequences

of T = 300 symbols.

The parameter set for two state HMM is given in Table 6.1. HMM is trained

with Idle and Busy state. The first 300 symbols i.e first sub-sequence is used to
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Table 6.1: Parameters of Hidden Markov Model

Parameter Details

States of HMM (N) 2

Observation Symbols (M) 2

Observation Symbol Set V {0, 1}

Training Sequence 1

Testing Sequences 11

Training Observation Sequence 300 Symbols

Testing Observation Sequence 300 Symbols

train the Hidden Markov Model (HMM) and remaining sub-sequences are used as

test sequences. It is then tested with remaining observation sequence.

HMM training starts with estimating λ = (A,B,Π), with uniform distributed

values. The initial parameter set and training sequence decides time required to train

HMM. Initial parameters λ = (A,B,Π) based on {OSt}Tt=1 are used to train HMM

for predicting {OSt}2Tt=T+1. λ is updated to λ∗ for increasing log-likelihood of actual

sequence and predicted sequence.
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Example

This example represents calculations of initial parameter set of HMM for training

sub-sequence.

Observation Sequence of 300 symbols, {OSt}Tt=1, where T = 300, is taken from channel

observation sequences for defining initial parameter set λ = (A,B,Π).

Number of '0 ':127 Number of '1 ':173

Initial Matrix Π is,

1. Probability of starting with '0 '127/300 ≈ 0.42333

2. Probability of starting with '1 '173/300 ≈ 0.57666

Π =
[
0.42333 0.57666

]
Transitions in above Observation Sequence with respect to number of 1’s and 0’s are,

1. 0− 0 = 88/127 ≈ 0.69291

2. 0− 1 = 39/127 ≈ 0.30708

3. 1− 0 = 38/173 ≈ 0.21965

4. 1− 1 = 134/173 ≈ 0.77456

Following matrix represents initial probability of State Transitions and Observa-

tions,

A =

0.69291 0.30708

0.21965 0.77456

 , B =

0.6 0.4

0.4 0.6



HMM output for actual sequence of 300 symbols with initial parameter set and pre-

dicted sequence is shown using screen shot in Figure 6.9.
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Original Sequence: 

0000000000011011100000000001111000011010010011101111111111111111111111111110111110100011

0010010001100001111000000010000000000001001110001001000000111111111111110111111111111111

1111111111111111111111111111111000111111011011010110011000110000000000000100010000010111

001000111000011111111101010111111111 

Total Length of the Sequence: 300 

0-0:88 

 0-1:39 

 1-0:38 

 1-1:134 

Initial Matrix: 

   State_0     State_1 

π 0.42333333333333334  0.5766666666666667 

 Transaction Matrix: 

    State_0    State_1 

State_0   0.6929133858267716  0.30708661417322836 

State_1   0.21965317919075145  0.7745664739884393 

 Emission Matrix: 

   State_0   State_1 

State_0   0.6   0.4 

State_1   0.3   0.7 

Original Sequence: 

0000000000011011100000000001111000011010010011101111111111111111111111111110111110100011

0010010001100001111000000010000000000001001110001001000000111111111111110111111111111111

1111111111111111111111111111111000111111011011010110011000110000000000000100010000010111

001000111000011111111101010111111111 

 Predicted Sequence: 

0000101001001101011010011110010101010001101000011101110100111010111001010111101000000011

0111010110010010011011110101100001100101100000101000111100011101110101100011111000000001

1110011110111010100101111110000011011000100101000100000111000001110111001100001110111111

011100000001101101001010110111100010 

 Predicted Sequence Length=300 

 

Figure 6.9: Initial Parameter Set with Actual and Predicted Sequence
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6.4 Prediction using Hidden Markov Model

HMM is trained initially with 300 symbols, as first time-slot. Next time slot of 300

symbols is predicted by HMM with maximum likelihood with the actual time slot.

Channel Availability (CA) is used for checking accuracy of the HMM for generating

maximum likelihood observation sequence. CA is calculated using,

CAc = A0
c +
|GOSHc|
GOS1

Hc

(6.1)

where, GOSHc is Generated Observation Sequence by HMM trained for channel

c, |GOSHc | is number of symbols in GOS, GOS1
Hc
, number of 1’s in GOS and A0

c is

an average number of 0’s between two 1’s in the GOS.

Figure 6.10 shows, 11 sub-sequences of actual OS of channel no. 1 in different

colours. Every sub-sequence is of 300 symbols.

Actual sub-sequence of OS for time t = 1 to t = T is used to train HMM. Trained

HMM is used to predict the GOS of 300 symbols for the next time slot that is t = T+1

to t = 2T . For improving accuracy of testing, GOS for next time slot is predicted for

four times. The average CA of these four predicted observation sequences is compared

with CA of actual OS, as shown in Figure 6.11. The overall objective is to increase

the maximum likelihood of actual CA with predicted CA.
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Figure 6.10: Observation Sequence for Channel No. 1

CHAPTER 6. IMPLEMENTATION AND ANALYSIS OF CHANNEL SELECTION 139



Multi-Agent Reinforcement Learning Based Routing in Cognitive Radio Network

Channel No. 1: Actual Channel Availability and Predicted Channel Availability

Actual observation sequence for time t = 1 to t = T is given below:

00000010000000101000000000010100000000011011111111111111111111111111111010101010000

00000000110000000000000000000000000100001000000001001100000100000000000110100011010

11111111111111111111111111111111000100000000100110000000100000000000000000000000000

001000001100001000011110001001111111111111111111111

Predicted observation sequence for time t = T+1 to t =2T and Average Channel Availability value of 4 prediction 

instances on same sequence:

01100100101010101100101011101011100110111011110010000101100101111101101101110100111

11000110011100111011010010001011110001101110100010011111101110111111011100100110000

10101010111111011100001010011010001001000010111100100000101011101001101111001101110

111111101100000110011010100111100111001011111010011  → CA=2.548

00101101011111101011001101110001010110101111010111011101011111011010110011001111001

00111011110111110101111110011110000100010001100101000010111111010111011010101011000

01011011110110011111000101110101011010010001000110001101110000101111010101101010001

000101100110001000111011110110101111001100110100110  → CA=2.516

11010111110000110000001110000101001010001010011100101101101101011110111001101100110

11011110000011111001010110011010010101000101111001110010101110101110110110100011011

01100001111111110111111111011111111111110000011100110110010110110101111001000101110

011000100100111100111011000101110001111001111100110  → CA=2.466

11110101011101101001011000011110100101000001010011111101110000110110010001100110100

10100111110111101110000110010000111110011011011101100110110111001101100110111010111

11100111101110100101001111100110110100110001110100111110110110111101010010010010001

101001111001111001011111000110010001110101100101000  → CA=2.537

Predicted Average Channel Availability, CA = 2.516  for Time t = T+1 to t =2T 

Actual observation sequence for time t = T+1 to t =2T is given below:

11111111111111111111111110011011000011000101100000000000000011010101000001111111000

01111010111111000111111111111111111111111111111111111101111111111101001111111110000

00110000000000010000011000100000000001000000001011100111111001111111111111111111111

111110111011111110000011100011000011110000000010000

 Actual Average Channel Availability, CA = 2.333 for Time t = T+1 to t =2T

Predicted Channel Availability :       2.516 

Actual Channel Availability       :       2.333

Figure 6.11: Actual Channel Availability and Predicted Channel Availability
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Trained HMM is tested separately with 3300 symbols for three Wi-Fi channel that

is channel 1, 6 and 11. Observation sequence of channel no. 1 is shown in Figure 6.10.

Similar observation sequence for channel no. 6 and channel no. 11 are obtained.

The first actual sub-sequence of every channel with t = 1 to t = T is given to

HMM. HMM produces (GOS) from time-step t = T + 1 to t = 2T . Actual sub-

sequence from t = T + 1 to t = 2T is compared with predicted sub-sequence, GOS

from t = T + 1 to t = 2T using channel availability CA.

CA of actual observation sequence is compared with channel availability of the

predicted observation sequence. The comparative details of WiFi channel no. 1

(center frequency 2.412 GHz) are given in Table 6.2. Tabular representation of actual

and predicted channel availability of channel no. 6 (center frequency 2.437 GHz) and

11 (center frequency 2.462 GHz) are given in Table 6.3 and 6.4 respectively.

The objective of prediction using HMM is increasing the maximum likelihood of

predicted channel conditions with actual conditions. This helps to predict primary

user behavior on particular channel. The graph in Figure 6.12, 6.13 and 6.14 for

channel no.1, 6 and 11 respectively, shows that the predicted CA is close to the ac-

tual CA that is primary user behavior on all channels.
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Figure 6.12: Prediction Analysis of 2.412 GHz - Availability Channel No. 1

Table 6.2: Prediction Analysis of Channel 1 : 2.412 GHz

Observation Sequence Actual CA1 Predicted CA1

t = 1 to t = T 3.880 ....

t = T + 1 to t = 2T 2.333 2.516

t = 2T + 1 to t = 3T 2.558 2.544

t = 3T + 1 to t = 4T 2.543 2.588

t = 4T + 1 to t = 5T 1.762 1.761

t = 5T + 1 to t = 6T 2.568 2.554

t = 6T + 1 to t = 7T 2.316 2.335

t = 7T + 1 to t = 8T 2.19 2.219

t = 8T + 1 to t = 9T 3.233 3.21

t = 9T + 1 to t = 10T 3.594 3.549

t = 10T + 1 to t = 11T 2.288 2.271

t = 11T + 1 to t = 12T 2.432 2.462
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Figure 6.13: Prediction Analysis of 2.437 GHz - Availability Channel No. 6

Table 6.3: Prediction Analysis of Channel 6 : 2.437 GHz

Observation Sequence Actual CA6 Predicted CA6

t = 1 to t = T 3.880 ....

t = T + 1 to t = 2T 1.872 1.955

t = 2T + 1 to t = 3T 1.997 2.073

t = 3T + 1 to t = 4T 2.33 2.254

t = 4T + 1 to t = 5T 2.111 2.226

t = 5T + 1 to t = 6T 2.57 2.63

t = 6T + 1 to t = 7T 2.393 2.395

t = 7T + 1 to t = 8T 2.519 2.564

t = 8T + 1 to t = 9T 1.809 1.896

t = 9T + 1 to t = 10T 2.406 2.422

t = 10T + 1 to t = 11T 2.017 2.16

t = 11T + 1 to t = 12T 2.194 2.226
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Figure 6.14: Prediction Analysis of 2.462 GHz - Availability Channel No. 11

Table 6.4: Prediction Analysis of Channel 11 : 2.462 GHz

Observation Sequence Actual CA11 Predicted CA11

t = 1 to t = T 3.880 ....

t = T + 1 to t = 2T 2.355 2.377

t = 2T + 1 to t = 3T 4.047 3.958

t = 3T + 1 to t = 4T 3.453 3.466

t = 4T + 1 to t = 5T 2.408 2.431

t = 5T + 1 to t = 6T 2.239 2.298

t = 6T + 1 to t = 7T 2.421 2.384

t = 7T + 1 to t = 8T 1.299 1.472

t = 8T + 1 to t = 9T 1.29 1.475

t = 9T + 1 to t = 10T 2.219 2.261

t = 10T + 1 to t = 11T 2.397 2.36

t = 11T + 1 to t = 12T 2.374 2.415
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As per the results, HMM successfully predicts maximum likelihood estimation of

actual observation sequence. Predicted observation sequence is used to understand

the pattern of spectrum usage in near future. This helps to identify the preferable

channel for communication between any two nodes. Results in Figure 6.12, 6.13 and

6.14 for channel no.1, 6 and 11 respectively shows that decision of selecting one of

the channels for communication can be done on predicted observation sequence. The

computed Channel Availability of predicted observation sequence is almost same as

Channel Availability of actual sequence.

Figure 6.15: Channel Availability

6.5 Performance Evaluation and Channel Selection

Cognitive nodes calculates CA for every channel c and ranks channels using its value.

The link selection method uses link cost to select the preferable channel. The objec-

tive is to select lowest cost link which is inversely proportional to the value of CA.

Availability of the channel is more with generated observation sequence having more

number of 0’s and larger separation between 1’s. CA is dependent on amount of

primary user activity on that channel. Comparative analysis in Figure 6.15 shows
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that channel no. 1 is having good channel availability compared to channel no. 6 and

channel no. 11, for the particular instance of observation sequence.

6.6 Concluding Remark

The chapter provides details of implementation and experimental setup for chan-

nel sensing and analysis. The network model for sensing three channel in 2.4 GHz

range is shown with details of energy detection sensing technique. Special type of

programmable hardware is used to sense the wide range of RF frequencies called as

USRP N210. Free and open-source GNU radio software development toolkit is used

to implement the signal processing blocks for SDR. Sensed signal strength samples

are used to create observation sequence to train and test the HMM. The trained

HMM generates observation sequence of channel representing future predicted traffic

on every channel. As per the result shown, HMM perfectly analyzes the behavior of

primary user activities and computes maximum likelihood estimation of channel traf-

fic. The channel traffic prediction is used to decide the availability of every channel

to be used by cognitive nodes for communication.
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Chapter 7

Implementation and Analysis of

MARL Routing

The implementation of multi-agent reinforcement learning based, online and oppor-

tunistic routing of the cognitive radio network is cognate to the route formation

involving the selection of relay among the neighbouring nodes. The selection of next

node is based on successful transmission probabilities and environmental conditions

of channel availability. The proposed methodology is compared with two state-of-the-

art-techniques, adaptive opportunistic routing and joint spectrum-route selection with

service differentiation, described in section 7.1. Section 7.2 gives details of simulation

objectives and parameters. The performance evaluation is represented in section 7.3

followed by computational complexity and control overhead of MARL based oppor-

tunistic routing for MCRAN in section 7.4. Section 7.5 contains concluding remark

on implementation and analysis.

7.1 State-of-the-Art Techniques Implementation

The detailed description of State-of-the-Art technique is given in RelatedWork (2.5.1.)

section. Following are the implementation and performance details:

Adaptive Opportunistic Routing
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• Adaptive opportunistic routing exploits the broadcasting nature of wireless

transmission by selecting the diverse path to mitigate the impact of poor wire-

less links.

• Implemented with 16 indoor nodes and equipped with 802.11 radios transmit-

ting at 11 Mbps.

• The route is formed by broadcasting the data packet followed by selecting one

of the node as relay.

• Routing decisions are using estimated best score computed using Monte Carlo

policy evaluation.

• Estimated best score is updated with the received reward at a particular time.

• Exponential space complexity with respect to the number of neighbours.

Cognitive Routing Protocol, CRP: Spectrum aware route selection with

primary user protection and good CRN performance

• Addressing issues like channel characteristics in route selection with primary

user protection and cognitive network performance.

• Implemented with 50 cognitive and 9 primary users in the square region of

1000m, equipped with 802.11 radios transmitting at 11 Mbps.

• Class-I route provides better cognitive radio performance by selecting larger

separated hopes increasing packet arrival time.

• Class-II route provides better protection to primary user by avoiding interfer-

ence region.

• Fixed routing paths are formed using ad hoc routing mechanism of wireless

network with route preference information on an optimization function.
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7.2 Simulation Objective and Parameters

MARL based routing is implemented using java based JiST/SWAN simulation li-

braries. It efficiently and transparently executes discrete event simulation by embed-

ding semantic with Java execution model. Advantages of JiST/SWAN as a potential

alternative over MATLAB, Qualnet, OMNET and NS-2 are:

• JiST entities are regular java class having advantages of platform independence

and large library support.

• Produces Equivalent simulation result in less time using less memory (Schoch

E. et al., 2008).

• Model for nodes and environment is supported by complete library for the sim-

ulation of MANET called SWAN running on JiST engine.

Simulation Objectives

The simulation scenario considers random topology with three channels having goals

as follows:

• To reduce collision and interference to primary users and to reduce route re-

discovery request frequency by following optimal strategy.

• To select stable and non-interfering links for maximizing throughput.

Simulation Parameters

The realistic random topology of 16 nodes moving in random directions is used for

demonstrating the robustness of the algorithm. Three different wireless bands with

channel frequency of 2.4 GHz are used. The number of active primary users considered

are in the range of 0 to 4. Protocol 802.11n is used to transmit packet of size 1000

bytes at 11 Mbps. The acknowledgment packets are short packets of length 24 Bytes

transmitted at 11 Mbps, transmitted at lower rate of 1 Mbps to ensure reliability.
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Table 7.1: Network Parameters

Sr.No. Parameter Value

1 MAC Type 802.11n

2 Routing Protocol Online Opportunistic Routing Protocol

3 Number of Packets 10 to 1200

4 Number of Cognitive Nodes 20 Nodes

5 Number of PU Nodes 0 to 4 Nodes

6 Max Node Speed 1.6 m/s

7 Channel Type Wi-Fi Channel (1,6,11)

8 Channel Frequency 2.412 GHz, 2.437 GHz and 2.462 GHz

9 Channel Capacity 11 Mbps

10 Channel Switching Time 80µs

11 Bandwidth of a Channel 22 MHz

12 Data Payload 1000 Bytes/Packet

13 Network Topologies Used Dynamic and Mobile

The cost of transmission at every hop is represented as LCc computed using equation

no. 5.13. Simulation and network parameters are given in Table 7.1.

7.3 Performance Evaluation

The performance of MARL based opportunistic routing is investigated using simu-

lation under realistic wireless setting. This implementation demonstrates a robust

performance gain using proposed routing algorithm in MCRAN. The evaluation pro-

vides details of design parameter and appropriate choice of their values. The proposed

algorithm is also investigated with respect to the network parameters and its perfor-

mance.

The screen shot of route formation process with and without primary users is
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Figure 7.1: Route Formation With and Without Primary User
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Policy Evolution using Temporal Difference 

Number of packet sending:20 

Source node:192.168.11.9  Destination node:192.168.11.4 

 

Packet ID:0  Packet Source:192.168.11.9 

Willing Node IP    WN 

192.168.11.0   1  

192.168.11.2   1  

192.168.11.3   1  

192.168.11.6   1  

192.168.11.7   1  

192.168.11.11   1  

192.168.11.12   1  

192.168.11.16   1  

 

CBR:192.168.11.0  CBR value:1 

 CBR=192.168.11.0  Alpha=0.5  

 Vscore=5.0 

---------------------------------------------------------------- 

Packet ID:7  Packet Source:192.168.11.9 

Willing Node IP    WN 

192.168.11.0   8  

192.168.11.2   8  

192.168.11.6   8  

192.168.11.7   8  

192.168.11.11   8  

192.168.11.12   8  

192.168.11.13   8  

192.168.11.14   5 

192.168.11.15   5  

192.168.11.16   8  

 

CBR:192.168.11.6  CBR value:1 

 CBR=192.168.11.6  Alpha=0.1111111111111111  

 Vscore=30.89299923528439 

Packet ID:7  Packet Source:192.168.11.6 

---------------------------------------------------------------- 

Packet ID:19  Packet Source:192.168.11.1 

 

Willing Node IP      WN     

 192.168.11.0  0     

 192.168.11.2  19     

 192.168.11.5  19     

 192.168.11.9  19     

 192.168.11.11  0     

 192.168.11.12  0     

 192.168.11.13  19    

 192.168.11.15  19     

 192.168.11.17  0     

 

CBR:192.168.11.2  CBR value:8 

 CBR=192.168.11.2  Alpha=0.5714285714285714  

 Vscore=90.28166873003298 

  ---------------------------------------------------------------- 

 Average per packet reward= 69.55 

 No. of Packet Sent:20 

 No. of Packet Received:19 

 Delivery Ratio:95.0  

 No. of packet Drop:1.0  

 Dropping Ratio:5.0 

  

 

Figure 7.2: Policy Evolution using Temporal Difference
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shown in Figure 7.1 and the output of Temporal Difference policy evolution procedure

is shown in Figure 7.2.

Every time before selecting next forwarding node, the source checks link availabil-

ity and willingness of neighbouring nodes to participate in route formation process.

The proposed system provides cognitive capability to routing protocol taking care of

learning and routing simultaneously in the dynamic spectrum environment of CRN.

Vector of Willing neighbourWN (s,Ns), Candidate Best Relay (CBRn
t ) and Routing

Score Vector V n
t (s, a), helps to achieve this objective. The proposed MARL based

online opportunistic routing is compared with the CRP and adaptive routing as they

are distributed protocols. The performance of the MARL based routing protocol from

the viewpoint of distinguishing characteristics of MCRAN and effect of RL learning

parameters is investigated in the following subsections.

7.3.1 Effect of Network Parameters

The proposed routing protocol is investigated from the viewpoint of MCRAN and

compared with CRP. In the first set of experiments, it is compared by measuring

throughput, collision with primary user and route re-discovery. The end-to-end per-

formance is evaluated by varying, (i) Channel availability that is amount of time link

is used by primary user, and (ii) Location of source and destination. CRP jointly

selects spectrum and routes with service differentiation. Service differentiation is

achieved by allowing two classes of routes. class-I provides better CR performance

and class-II is designed to provide higher importance to the protection for the primary

user.

The proposed MARL based online opportunistic routing lowers the collision to

primary user and interference generated through CN operation. In Figure 7.3, it is

observed that collision of MARL opportunistic routing with primary node is less as

compared to both types of class I and II routes of CRP. The class-I route formation

designed to transmit maximum possible number of packets over maximum possi-

ble transmission distance. Covering more propagation distance also requires higher

transmission power causing collision with identified and unidentified primary users.
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Figure 7.3: Performance Evaluation - Collision with Primary User

It increases interference to the primary user. Class-II selects routes by avoiding frac-

tional area of overlap between coverage ranges of cognitive nodes and primary nodes.

Thus, class-II routes have less collision with primary user activities compared to class-

I. In MARL based opportunistic routing every agent selects next forwarding agent for

the packet as per the current environmental conditions and interaction among mul-

tiple neighbouring agents. Therefore, the links which are not creating interference to

primary user are selected. Cognitive agents not moving towards primary region are

selected.

As given Figure 7.4, route re-discovery as a effect of the failure to transmit packets

from one agent to another forwarding agent due to link failure or node unavailability.

CRP routing protocol finds the fixed and complete route from source to destination.

Failure in one of the link or unavailability of node affects the entire communication

from source to destination. This results in finding entire path from source to desti-

nation which increases re-routing overhead for all nodes on the entire path. On the

other hand, MARL routing finds route in a hop-by-hop manner with consideration of
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Figure 7.4: Performance Evaluation - Route Re-discovery Request Frequency

environmental statistics. The major advantage of MARL routing lies in the simplicity

of route re-discovery. It has proactive and reactive components. During the proactive

phase, before selecting any forwarding agent, all agents communicate with each other

for understanding neighbouring node’s interest to participate in the routing process.

Mobility pattern of the cognitive user is used to predict the nodes movement towards

the primary user region. Any failure due to local PU activity affects the link selec-

tion between any two intermediate nodes. This results in very small amount of route

rediscovery overhead. MARL routing with mobility model outperform CRP and in

the long run, its routing performance gradually increases as the neighbour behavior

is learned by cognitive agent.

The normalized throughput of MARL routing with mobility prediction and with-

out mobility prediction is shown in Figure 7.5. It has been observed that throughput

of MARL routing with mobility prediction is better compared to without mobility

prediction. If the cognitive nodes are moving towards the PU region, the probabil-

ity of link availability decreases significantly as the interference is increased to the
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Figure 7.5: Effect of Primary User - Mobility Prediction

primary network.

Selecting links and relay nodes without increasing interference to the primary

users is the most important objective of the MARL based routing in MCRAN. An

increased number of primary users in the particular region require routing with utmost

care by selecting link and relay opportunistically with minimum power and shorter

distance affecting end-to-end performance of MCRAN. As the number of primary user

increases, routing paths traverse through multiple smaller distance hops and with

minimum power, affecting throughput and time required to transmit information.

As shown in Figure 7.6, performance gain with no active primary user is more as

compared with two or more active primary users.

7.3.2 Effect of Value Function Prediction

The value function is used for deciding relay as a forwarding agent among neigh-

bouring agents. The MARL based routing is considered as the problem of ranking

neighbouring agents based on estimating value function.

CHAPTER 7. IMPLEMENTATION AND ANALYSIS OF MARL ROUTING 156



Multi-Agent Reinforcement Learning Based Routing in Cognitive Radio Network

Figure 7.6: Effect of Primary User - No. of PU and Throughput

The value of every state representing neighbouring agent is defined as expected re-

turn if the particular state is selected. Estimation of state value function is computed

using an average or maximum of multiple independent realizations of state selection.

This is Monte-Carlo method of estimation resulting in poor quality of the estimate

when the variance of the return is high. Moreover, estimating when interacting with

system is impossible without introducing some additional bias.

Temporal Difference is the most significant idea of reinforcement learning that

addresses this issue and deals with the dynamic environment. Using bootstrapping

every prediction is used as target during the course of learning.

Value of the state Vt(s) is the estimate of state s at time t. At every tth step

TD(0) update value function as per following computation,

δt+1 = Rt+1 + γVt(St+1)− Vt(St),

Vt+1(s) = Vt(s) + αtδt+1,
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s ∈ S

α is a step-size parameter, αt : t ≥ 0, is non-negative no. chosen to decide

step-size. Each update in value function is proportional to temporal differences in

predictions.

The estimation using Monte-carlo method is,

target[St]← max

V [St]← V [St] + α · (target[St]− V [St])

Thus, updating estimate at every tth step using Monte-Carlo method is,

Vt+1(s) = Vt(s) + αt(Rt − Vt(s))

where, expected return represented as Rt is computed as,

Rt = rt+1 + rt+2 + rt+3 + · · ·+ rT

Figure 7.7: Monte Carlo and Temporal Difference Policy Evolution

As shown in Figure 7.7, the Average Per Packet Reward (APR) for P number of

packets is calculated using Monte Carlo and Temporal Difference learning. MARL
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routing is implemented using Temporal difference and d-AdaptOR is implemented

using Monte Carlo. Average per packet reward is representing the cost required to

travel the whole path from source to destination.

APR =
1

P

(
P∑
i=0

(
<−

h∑
j=0

lcjm

))

APR is computed after the packet is successfully delivered at the destination. There-

fore, it learns from transmission success probabilities to find the optimal path from

source to destination.

The value function of Monte-Carlo prediction does not represent the actual en-

vironmental statistics and successive updates in agents behavior. This affects the

selection of neighbouring node as forwarding agent which results in increased cost for

transferring packet from source to destination keeping APR low. Temporal difference

learns optimal behavior from every interaction and update with current statistics.

This results in increased reward over the multiple runs compared to Monte-Carlo.

Temporal Difference bootstraps and understand the context to learn behavior for

dealing with the dynamic environment.

7.3.3 Effect of Reinforcement Learning Parameters

Temporal Difference methods is implemented in online and fully incremented fashion

and thus holds an obvious advantage over Monte Carlo method. TD method makes

its update at every time step. It learns from each action selection and transition.

Learning Rate

As TD learns with every state transitions, therefore it is necessary to define the

learning rate. Step-size parameter α is used to decide learning rate. As the reward

function is random and dependent on environmental statistics, α should change over

time. MARL routing based on Temporal Difference learning uses vector Candidate

Best Relay, CBR, to decide learning rate. CBR is updated whenever any agent is se-
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lected as a best relay node to forward the packet. The learning rate α is proportionally

updated with the value of CBR of every agent.

Figure 7.8: Learning Rate with Agent Selection

Suppose, for example, state value prediction v(s) of state s is 8 and with α having

value 1
2
, state value decreases to only 4. Reward at every step in dynamic and uncer-

tain environment of MCRAN is different as per the resource availability. Therefore,

the learning rate is not fixed and changes over time with every action/agent selection

as a relay node. The learning rate α is proportionally increased for node which had

contributed successfully to work as the relay in forming the complete path.

Figure 7.8 shows, selection of node no. 8 and 9 as candidate best relay agent

among all neighbouring agents. As the score of Candidate Best Relay CBR for both

the nodes is increased, the learning rate is also increased proportionally. The value

of α is more for the agent which has participated successfully as the relay node more

number of times. Therefore, the value of α is slowly improved as the experience about

particular node is increased with its selection over multiple runs.
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7.3.4 Effect of Action Selection Strategies

To maximize the performance and to produce greater total reward over long run,

selection of the action i.e selection of proper forwarding node as the relay is very

important.

Selecting neighbouring node with the greatest state action value score is exploiting

current knowledge of values of action. This is beneficial in single play or run. On the

other hand, selecting non greedy action is an exploration of action values enabling to

improve estimate of non-greedy actions. This produces greater reward over the long

run.

For relay node selection case, whether to explore or exploit is depends upon uncer-

tainties and the number of remaining runs. MARL based routing achieves balancing

of exploration and exploitation by using softmax action selection rule. Softmax action

selection have various advantages over greedy and ε-greedy action value selection:

• Enable to improve state value estimate of non-greedy action i.e state value of

all neighbouring nodes.

• Minimize the probability of selecting only one particular relay node every time

resulting in balanced action selection and load.

• Vary the action selection probability with uncertainties and number of episodes.

Softmax selection is dependent on the positive parameter τ called temperature to

decide exploration or exploitation. High value of τ makes all actions euqi-probable

and gradual decrease in value of τ , has the difference in selection probability. With

τ reaching 0 that is τ → 0, action selection using softmax is same as greedy.

Successful Transmission Probabilities

Successful transmission probabilities with two active primary users and 0.2m/s mo-

bility speed of cognitive nodes is shown in Figure 7.9. The performance of softmax

selection increases gradually as the episodes are increased. Softmax action selection

outperforms greedy and ε-greedy action value selection. In the initial run, softmax
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Figure 7.9: Successful Transmission Probabilities with 2 PU and Mobility 0.2 m/s

action selection selects non-greedy actions resulting in lower successful transmission

probabilities. As the number of the epoch are increased and the value of τ is gradually

decreased, softmax action selection learns optimal actions which result in increased

transmission probabilities.

Improvement with the greedy method compared to other methods is slightly faster

at the very beginning, but levels off with minimum value, as greedy does not explore

various opportunities. As shown in graph, the greedy method finds optimal actions

in only one-third of the task and disappoints for remaining two-third of the play. The

greedy method performs significantly poor in the long run as it does not explore and

stuck to perform suboptimal actions. The ε-greedy method continuously explore to

recognize optimal actions and perform better. The ε = 0.3 method explores more and

finds the optimal action earlier compared to ε = 0.2 and ε = 0.1.

Effect of action selection methods on transmission probabilities with increased mo-

bility of CN is investigated and represented in Figure 7.10. As the mobility increases,

the state value estimate is affected due to uncertainty about the actual location of
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Figure 7.10: Successful Transmission Probabilities with 2 PU and Mobility 1.6 m/s

CN. This affects the action selection, results in greater variance in transmission prob-

abilities of the greedy method. Softmax Action selection slowly learns the behavior of

mobile multiple CN agents to select action resulting in greater successful transmission

probability.

Average Per Packet Reward

The overall performance of the MARL based routing protocol is measured with the

help of Average Per Packet Reward, APR. APR represents the quality of links selected

between every hop and number of intermediate nodes used to reach the destination.

Exploration and exploitation using different action selection methods have a signif-

icant impact on the APR. As shown in Figure 7.11, APR received over P number

of packets, which are greater for softmax action selection compared to greedy and

ε-greedy methods.

With the reception of every packet at the destination agent, it receives the fixed

reward. The transmission cost from source to destination is subtracted from APR for
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Figure 7.11: Performance Comparison of Action Selection

every hop by hop transmission. The maximizing reward is selection of neighbouring

agent as advancement towards destination requiring the minimum number of hops

and stable, available and reliable links at every hop. As the softmax action selection

method slowly learns the behavior of neighbouring agent, it optimally selects the

actions.

Packet Drop

Packet drop occurs mainly due to network congestion. If packets arrive at any network

element at a rate greater than the rate to send through, then there are huge chances

of packet dropping. Packet dropping in MCRAN is mainly due to unavailability of the

channel and node moving towards the primary user region. If the particular agent is

selected to forward the packet and it is unable to do so due to channel unavailability

then there is packet drop.

Figure 7.12 shows reduced packet drop with softmax action selection compared

with other action selection strategies. Packet drop with softmax action selection is

reduced, as it learns the optimal route over the multiple runs. By exploring action

values of multiple agents and learning using vectors candidate best relay, the selection
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Figure 7.12: Action Selection Effect on Packet Dropping

of optimal path with best candidate forwarding node reduces the packet dropping

ratio.

Initial runs have a greater error in estimation which is considered as the cost of

exploration. The softmax action selection improves gradually over gathered experi-

ence. Figure 7.13 shows the error in estimation for three action selection strategies.

Greedy action selection has low error in estimation for initial epoch but levels off with

the highest probability of error in estimation due to lack of exploration. ε-greedy is

showing better results compared to greedy action selection. ε-greedy learns slowly

and outperforms in the long run. Softmax action selection is fast, achieves better

results and decreases errors in estimation to best possible level.
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Figure 7.13: Error in Estimation with Action Selection

7.4 Computational Issues

The computational complexity and control overhead of MARL based opportunistic

routing for MCRAN is low compared to other heuristic algorithm. The objective of

Temporal Difference learning is that to consider correlation between successive pre-

dictions for every action selection. TD adjust the prediction so as to match future

prediction in more accurate manner. It is applied for relay decision making of pre-

dicting the expected long-term reward in dynamic stochastic control environment.

Reward function is the function of state (all neighbours), enabling ranking of alter-

native states for guiding decision making.

Temporal-difference learning is simple and elegant but significant sophistication

is required for rigorous analysis of its behavior.

1. Complexity: The selection of the available neighbouring node based on routing

score vector maintained for every neighbour is given in equation no. 5.15,

V n
t (s, a)← V n

t (s, a) + αCBRn
t

[
rt+1 + γV n

t+1 (s, a)− V n
t (s, a)

]
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Where, V represent the routing score for the agent s for selecting the node n as

relay using action a. Routing score is updated on every successful completion of

relaying. The value estimation of V is influenced by past experiences. Instead

of keeping separate average value V , like Monte Carlo, Agent in TD methods

maintains V as parametrized equation and adjust its parameter to better match

the observed return.

To execute stochastic estimation V n
t (s, a), the no. of computation required per

packet is of the order,

O(max
s∈S
|Ns)

Where, Ns is set of neighbours of source s. The computed value V is dependent

on α, step-size parameters and the setting for α is influenced by CBRn
t . Can-

didate Best Relay CBRn
t ., is counting variable maintained for every neighbour,

representing how many time node n is selected as candidate relay and it had

successfully completed transmission of packet.

Every cognitive agent maintains the three vectors for understanding the behav-

ior of the neighbouring node. These vectors are:

• Willing neighbour WN (s,Ns): Incremented for every agent in Ns who is

willing to participate.

• Candidate Best Relay (CBRn
t ) : Incremented after selecting one of the

neighbouring node n as relay for forwarding packets towards destination.

• Routing Score Vector V n
t (s, a) : Updated every time when routing decision

a ∈ A(s), for neighbour n has been made up to time t for the source s.

The value Space complexity is proportional to no. of neighbours for each node

for storing status information,

O(max
s∈S
|3 ∗Ns),

2. Control Overhead: The number of available neighbouring nodes decides num-
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ber of relay requests and reply packets. Therefore, control overhead is order of

O(maxs∈S |Ns), independent of network size.

3. Exploration Overhead: Optimal performance of the routing in MCRAN is

supported by online opportunistic random routing strategy. The exploration

overhead is measured by a number of packets deviated from optimal path. As

the number of packets increases, the agent learns optimal policy for selecting

best and reliable relay node as next forwarding node. The increased number of

packets in long run results in diminished exploration cost.

7.5 Concluding Remarks

The overall aim of the chapter is to analyze the performance of the MARL based rout-

ing with Temporal Difference policy evolution in MCRAN. Implementation details

and performance of state-of-of-the-art techniques are discussed. The implementation

details and network parameters for realistic wireless setting are given with simula-

tion parameters. The performance of the MARL based routing algorithm is evaluated

with respect to network parameters, value function prediction, reinforcement learning

parameters and action selection strategies. As per the performance evaluation:

• Proposed MARL based online opportunistic routing outperforms the CRP rout-

ing to avoid collision with primary users and minimizes the route failures.

• Temporal difference policy evolution successfully deals with the uncertainties

due to the mobility of cognitive nodes.

• Proposed algorithm also outperforms d-Adapt routing to deal with the dynamic

environment, as it learns directly from every interaction.

• Average per packet reward with proposed algorithm is better compared with

Monte Carlo, as it selects every relay with respect to current state of the envi-

ronment.
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• Candidate best relay selection is driven by the agents experience to work as

the relay. The learning rate α is proportionally updated with the experience

of every agent to explore opportunities and exploit current knowledge of the

environment.

• Softmax Action Selection balances the exploration and exploitation by gradually

learning the behavior of multiple agents.

• Successful transmission probabilities with softmax action selection are better

compared with greedy and ε-greedy action selection.

• Gathered experience over a time also reduces the probability of error in estima-

tion resulting in reduced packet drop.

• The computational complexity and control overhead of MARL based oppor-

tunistic routing for MCRAN is low compared to other heuristic algorithms.
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Chapter 8

Discussion and Summary

Multi-agent reinforcement learning based online and opportunistic routing for mo-

bile cognitive radio ad hoc network was explored in this thesis. The novel context

aware routing algorithm is proposed to explore intermittent spectrum and routing

opportunities in the dynamic mobile cognitive radio ad-hoc network. The complete

thesis is presented to meet the research challenges given in section 1.6. The proposed

algorithm addresses the following research challenges:

• Spectrum Awareness: Tight coupling between the spectrum management

module and routing module is necessary for designing an efficient routing so-

lution. Therefore, the implementation of multi-agent reinforcement learning

based routing involves two stages, link selection stage and online opportunistic

route formation stage. Selecting a link on every hop with the characteristics of

good propagation distance, minimum expected transmission time, more channel

availability and duration results in stable links with more forwarding distance

towards the destination.

The proposed approach makes the cognitive node be continuously aware of the

surrounding physical environment for spectrum and relay node availability. It is

highly coupled with the entire cognitive cycle to take more accurate decisions.

This is achieved by observing real time channel behavior and its usage. Wi-Fi

channels having frequency range of 2.4 GHz belonging to IEEE 802.11n are ob-
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served and analyzed. Three channels, channel no. 1 (2.412 GHz), channel no.

6 (2.437 GHz) and channel no. 11 (2.462 GHz) are continuously scanned using

N210 universal software radio peripheral and GNU radio to make RF measure-

ment and to generate time samples. These time samples of RF measurements

are used to observe primary user activities and find the hidden model in channel

usage statistics using the Hidden Markov Model.

• Exchanging Routing Information: Achieving optimum performance with

intermittent spectrum and neighbouring relay availability is impossible without

cooperation among multiple cognitive nodes/agents. The proposed algorithm is

designed as a multi agent cooperative task to improve the utilization of spectrum

and reduces spectrum scarcity. In the mobile and dynamic environment of

MCRAN, the overall view of the current topology of a network is created by

means of information exchange among multiple cognitive agents.

Co-operation among multiple agents is achieved through perceptual mechanism

by including neighbouring agents as multiple possible states for transferring

packets. The problem of routing is considered as selecting optimal path with a

minimum number of state transitions from a source to destination with stable

and reliable links. Every state transitions or relay node selection is initiated by

exchanging the link availability, node’s ability and willingness to participate in

the route formation process. The Multi-Agent Reinforcement Learning allows

nodes/agents to make a route formation decision in distributed manner and

adaptive to the context of environmental statistics. This information exchange

among all agents makes them adaptive to the dynamic environment of MCRAN.

• Dynamic Topology and Intermittent Connectivity: Prediction based

node and relay selection is implemented for creation of more stable paths. The

appearance of the primary user and mobility of the cognitive nodes significantly

affect connectivity. There are rapid changes in the topology of reachable neigh-

bouring cognitive nodes.

The movement of cognitive node towards the primary user region, significantly
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affects the spectrum and neighbouring relay node availability. The Random

Gauss Markov Model is used to predict the movement of the cognitive node

towards the primary region. The node moving away from PU’s region has more

preference as the probability of link availability is more compared with the

node moving toward the primary user region. Thus, link selection for relaying

information is influenced by the mobility pattern, link characteristics and its

availability.

Dynamically changing topology necessitates that the routing paths should be

decided in an online and opportunistic manner. The proposed algorithm con-

siders no knowledge of topology and constructs the path dynamically using

interaction with environment. Current observations of the environment, histor-

ical knowledge of node’s behavior and exploring spectrum opportunities make

MARL agent meet the challenges of dynamic topology and intermittent spec-

trum availability.

• Route Maintenance: As the route formation in MCRAN using MARL based

routing is adaptive, online and opportunistic, there is less requirement for route

maintenance. Before selection of the link between any two nodes, every node

predicts its channel availability. It is evaluated using similarity of the actual

observation sequence and predicted observation sequence.

The proposed algorithm gives more importance to the cognitive agent moving

away from the primary user region rather than towards the primary user region.

This is achieved using the Random Gauss Markov Mobility Model. It was used

to describe object trajectory as it could capture the correlation of object velocity

in time. This mobility model attempts to mimic the movements of the real

mobile node by allowing past velocities and directions to influence the future

velocities and directions.

Instead of finding a fixed path from source to destination as in normal wireless

network, the proposed algorithm finds the routing path in hop by hop manner

using multi-agent reinforcement learning. This is implemented with the objec-
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tive of maximizing the average per packet reward having minimum cost link

and minimum number of hops on the entire path.

Predicting channel availability, modeling nodes mobility and hop by hop route

formation reduces route maintenance. Any route failure in MARL based rout-

ing affects the connection between only two nodes. This can be immediately

addressed by re-selecting the relay node locally.

• Cognitive Users Behavior: Routing in MCRAN is designed to continuously

observe and analyze the behavior of neighbouring agents using multi-agent rein-

forcement learning. All neighbouring agents are considered as available different

states for relay requesting agent. Every time selects one of the state using soft-

max action selection. Each state transition is done with current context and

stored information about the neighbouring agent.

The information maintained by every node contains previous cooperation of

multiple agents in the route formation process. Every node maintains list of the

neighbouring agents, who had worked as a relay for forwarding packets. Every

node also maintains list of willing neighbours, who had shown interest to work

as a relay. Value function was used to capture dynamics of the environment

and to understand the neighbouring agent’s ability to participate in the routing

process. Every update in the Value Function of state represents Temporal

Differences in state transitions.

Strategic interaction among multiple agents and collected information of neigh-

bours help to understand the agent’s ability to participate in the route forma-

tion. It results in higher spectrum utilization and reliable connectivity at every

hop along the path. Each cognitive node explicitly considers other cognitive

nodes and coordinates their behavior with each other to increase the reward of

coherent actions.
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8.1 Performance of Channel/Link Selection

Selecting stable, reliable and non-interfering channel with primary user is important

criteria for designing spectrum aware routing solution in MCRAN. MARL online and

opportunistic routing is divided into two important phases, Link Selection and Relay

Selection. Link selection phase in the proposed algorithm considers different charac-

teristics of the link to decide suitable links during transmission. The characteristics

of the link selection process in MCRAN are:

1. Link selection is based on the local environmental observation and other impor-

tant link characteristics like Channel Availability, Spectrum Propagation, PU

Protection, Expected Time to Transmit and Channel Switching Cost.

2. Random Gauss Markov Mobility Model is used to describe the object trajectory

to capture the correlation of object velocity in time.

3. Use of the mobility model accurately represents movement of the CN towards or

away from the primary user region affecting the spectrum and relay availability.

4. End-to-end latency of routing is improved by selecting a channel with good

propagation characteristics.

5. The selected channel takes minimum possible amount of time to transmit a link

layer frame, represented by the Expected Time to Transmit (ETT).

6. Predicted link availability is the probability that the link remains available for

a particular transmission time requirement.

7. Link selection decision is taken on very important characteristics that is channel

availability.

8. Channel availability is the average amount of time when a channel is available

for transmission.

9. Channel availability is computed on the actual and generated observation se-

quence using Hidden Markov Model.
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10. HMM successfully characterizes the observed channel occupancy of the primary

user to better understand the channel usage and primary user behavior.

11. RF signal modeled using HMM is potentially capable of learning about signal

source i.e primary user without its information and availability.

12. Model of training HMM is completely online and repeated, suitable for dynamic

spectrum availability in the cognitive radio network.

13. HMM is trained successfully with a limited number of parameters and moderate

data set.

14. HMM continuously improves itself to maximize the likelihood estimation of the

actual and generated observation sequence.

15. Actual observation sequence used for prediction is RF measurement of real world

signal sensed using RF hardware, Universal Software Peripheral N210.

16. Free and open source GNU Radio is used for digital signal processing for im-

plementing Software Defined Radio.

17. RF measurement samples collected using USRP and GNU radio are used to

train HMM for predicting future channel availability.

18. HMM perfectly predicts the future channel availability using the generated ob-

servation sequence with maximum likelihood estimation.

8.2 Performance of MARL Routing

MARL based adaptive, online and opportunistic routing was implemented successfully

using exploration of successful transmission probabilities in MCRAN. It is compared

with the state-of-the-art routing protocols like Cognitive Routing Protocol (CRP)

and distributed adaptive routing protocol. MARL based routing achieves good per-

formance benefits without the knowledge of topology and channel availability. The
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MARL based adaptive, online and opportunistic routing has following advantages

over the state-of-the-art techniques:

1. The performance of online opportunistic routing in uncertain and dynamic wire-

less environment is improved using Reinforcement Learning.

2. RL learns optimal policy on-line from direct interaction with the environment

for solving the multi-step dynamic decision making problem.

3. The agent improves spectrum utilization and network performance using Tem-

poral Difference policy evolution.

4. Temporal difference reinforcement learning deals successfully with dynamic en-

vironment as it learns from every interaction and decision making.

5. Policy evolution using TD is completely online and incremental to be adaptive

to the uncertainties in MCRAN.

6. TD is a bootstrapping method which learns from previous actions and converges

faster than Monte Carlo methods on stochastic task.

7. Average per-packet reward of TD is more over the multiple runs compared to

Monte Carlo method.

8. Every decision of routing is done online and in an opportunistic manner by

selecting the most prominent relay node as a forwarding node according to its

routing score, location and spectrum availability.

9. MARL based online opportunistic routing lowers the collision to primary user

and interference generated through CN operation as every agent selects the next

forwarding agent for the packet as per the current environment conditions and

interaction among the multiple neighbouring agents.

10. MARL routing finds route in hop-by-hop manner with consideration of envi-

ronmental statistics reducing route re-discovery.
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11. Packet drop in MARL based routing is reduced, as it learns the optimal route

over multiple runs.

12. Error in estimation improves over gathered experience using TD policy evolution

and softmax action selection.

13. Mobility prediction using Random Guass Markov model improves the through-

put as it predicts the node’s mobility moving towards or away from the primary

user region.

14. The learning rate α is proportionally updated with the value of Candidate Best

Relay of every agent results in selecting more stable and reliable path.

15. The softmax action selection rule is used for balancing the exploration and

exploitation.

16. The softmax action selection rule explores non-greedy actions to improve their

value function compared to greedy and ε-greedy action selection.

17. This results in balanced load among neighbouring agents for forwarding packets.

18. The softmax action selection varies the action selection probabilities with un-

certainties and number of episodes.

19. It learns optimal actions as the number of epoch increases, it results in the

increased successful transmission probabilities.

20. Action selection with the help of collected experience and cooperation among

multiple agents successfully deal with the uncertainties of MCRAN.

21. The strategic interaction among multiple agents and learning over a time im-

proves the spectrum utilization and end to end routing performance.
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Chapter 9

Conclusion and Future Research

Directions

9.1 Conclusion

The multi-agent reinforcement learning based context aware routing algorithm is de-

signed and implemented successfully to explore the spectrum and routing opportu-

nities in the dynamic environment of mobile and ad hoc Cognitive Radio Network.

In contrast to the conventional routing of finding a fixed path from source to desti-

nation, the proposed algorithm routes the packets online using strategic interaction

among the cognitive nodes. It is designed to select stable, reliable and non-interfering

channels with the primary user for providing the spectrum aware routing solution.

Temporal Difference implementation of MARL based routing achieves an optimal

performance measured using average per packet reward. It achieves good quality

of service requirement of cognitive users by decreasing the route re-discoveries. As

per the results, relay selection using softmax action selection rule outperforms when

compared with greedy and ε-greedy. It varies the action selection probabilities as

a graded function of estimated values for balancing exploration and exploitation of

network opportunities.

The proposed spectrum aware routing algorithm successfully deals with the dy-

namic environment by understanding context using Hidden Markov Model. Every
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cognitive node monitors the primary user activities by sensing signal strength of

spectrum bands. The sensed signal observations are used to predict the chances

of accessing spectrum band opportunistically. Cooperative and strategic interaction

among multiple cognitive agents improve the end-to-end performance of route forma-

tion in MCRAN.

This thesis has achieved its overall goal, with respect to the research objective

stated in chapter no. 3. The major research contributions of this work are:

1. Literature review and the state-of-the-art techniques: Existing litera-

ture is reviewed to provide context of the field and intellectual progression of

cognitive radio network especially in spectrum aware routing. This is with the

objective of finding current issues being debated, how they are addressed by

the existing literature and limitations of the state-of-the-art techniques. The

reviewed literature helped to decide research direction, important design con-

siderations and methodological focus for efficient routing protocol.

2. Explored use of reinforcement learning in dynamic environment and

optimal strategies for agents: Temporal difference implementation of rein-

forcement learning successfully deals with uncertainties of the dynamic environ-

ment. Temporal difference policy evolution enables every agent to find optimal

policies in fully incremental and online manner. Every agent finds optimal

strategies without model of the environment.

3. Link selection metric for selecting stable and non-interfering links

with primary user: Stable, reliable and available link selection metrics are

used to support quality of service requirement of the cognitive users while re-

ducing interference with the primary user. This is achieved by predicting traffic

on every channel using Hidden Markov Model. Predicted traffic using Hidden

Markov Model is a maximum likelihood estimation of actual traffic on the same

channel. The channel with better predicted availability is selected for transmis-

sion.
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4. Online opportunistic routing algorithm based on the transmission

success probabilities: Multi-Agent Reinforcement Learning based routing al-

gorithm is successfully implemented to model strategic interaction among cogni-

tive agents to cooperatively find hop-by-hop routing path from source to desti-

nation. The behavior of every neighbouring agent is observed to find candidate

forwarding relays with the increased transmission success probabilities.

5. Balanced exploration and exploitation using soft-max action selec-

tion in relay selection process: The softmax action selection rule efficiently

balances exploration and exploitation of network opportunities. The aim is to

find the set of all neighbouring agents willing to participate in route formation

process. By varying action selection probabilities as graded function it update

the routing score of multiple neighbouring nodes. This helps to balance the

load of forwarding packet among multiple agents and gradually forms optimal

policy for selecting a stable path from source to destination.

9.2 Future Research Directions

The proliferating increase in the wireless application needs breakthrough radio tech-

nologies to fulfill the future demands, providing improved spectrum utilization and

application performance. Cognitive radio enables pervasive wireless communication

application for future wireless world.

The work described in this thesis will pave the way for future explorations in

context aware cognitive radio network. Some of the future research directions are

suggested as follows:

• Cognitive radio network will soon emerge as the general purpose programmable

wireless network. The complex task of building and deploying cognitive radio

nodes should be studied as the cross layer optimization problem. All layers in

protocol stack adhere to the policy and objectives of cognitive radio network.

Interaction among multiple layers and multiple nodes should be studied for
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successful implementation of dynamic spectrum access.

• The practical implementation of the cognitive radio network requires game the-

oretic approaches for dynamic spectrum sharing. Therefore, there is a need to

study and design proper pay-off functions in non cooperative, economic and

stochastic games.

• A combined study of the multi-agent reinforcement learning and game theory

will be able to represent the practical possibilities of cognitive radio network.

Strategic interaction among primary users and cognitive users for using tem-

porarily unused spectrum holes helps for effective improvement in spectrum

utilization.

• Policies can be represented independently from value function using actor-critic

implementation of TD learning. Actor-critic method improves the performance

by evaluating policy online to decide the correctness of previous actions.

• A natural extension of the multi-agent reinforcement learning can be achieved by

including the a reward of another agent in state description. This helps to better

understand the state of neighbouring agents and environment for upgrading

action selection criteria.
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ANNEXURE 

Laboratory Equipments

USRP N210

The Ettus Research USRP N210 are the highest performing class of hardware of the

USRP (Universal Software Radio Peripheral) family of products, which enables en-

gineers to rapidly design and implement powerful, flexible software radio systems.

The N210 hardware is ideally suited for applications requiring high RF performance

and great bandwidth. Such applications include physical layer prototyping, dynamic

spectrum access and cognitive radio, spectrum monitoring, record and playback, and

even networked sensor deployment. Features of USRP N210 are:

• Use with GNU Radio, LabVIEW and Simulink

• Modular Architecture: DC-6 GHz

• Dual 100 MS/s, 14-bit ADC

• Dual 400 MS/s, 16-bit DAC

• DDC/DUC with 25 MHz Resolution

• Up to 50 MS/s Gigabit Ethernet Streaming

• Fully-Coherent MIMO Capability

• Gigabit Ethernet Interface to Host
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• 2 Gbps Expansion Interface

• Spartan 3A-DSP 3400 FPGA (N210)

• 1 MB High-Speed SRAM

• Auxiliary Analog and Digital I/O

• 2.5 ppm TCXO Frequency Reference

• 0.01 ppm w/ GPSDO Option

SBX USRP Daughter-board:

The SBX is a wide bandwidth transceiver that provides up to 100 mW of output

power, and a typical noise figure of 5 dB. The local oscillators for the receive and

transmit chains operate independently, which allows dual-band operation. Applica-

tion of SBX USRP include WiFi, WiMax, S-band transceivers and 2.4 GHz ISM band

transceivers. Features of SBX USRP daughter-board are:

• 40 MHz of bandwidth

• Access to a variety of bands in the 400 MHz-4400 MHz range. Example

• 2 quadrature front-ends (1 transmit, 1 receive)

• Transmit Gains: Range: 0-31.5dB

• Receive Gains: Range: 0-31.5dB



N200/N210 PRODUCT OVERVIEW:
The Ettus Research™ USRP™ N200 and N210 are the highest performing class of  hardware of  the USRP™ (Universal 
Software Radio Peripheral) family of  products, which enables engineers to rapidly design and implement powerful, 
flexible software radio systems. The N200 and N210 hardware is ideally suited for applications requiring high
RF performance and great bandwidth. Such applications include physical layer prototyping, dynamic spectrum
access and cognitive radio, spectrum monitoring, record and playback, and even networked sensor deployment.

The Networked Series products offers MIMO capability with high bandwidth and dynamic range. The Gigabit Ethernet 
interface serves as the connection between the N200/N210 and the host computer. This enables the user to realize 
50 MS/s of  real-time bandwidth in the receive and transmit directions, simultaneously (full duplex).

The Networked Series MIMO connection is located on the front panel of  each unit. Two Networked Series units
may be connected to realize a complete 2x2 MIMO configuration using the optional MIMO cable. External PPS
and reference inputs can also be used to create larger multi-channel systems. The N200 and N210 are largely the 
same, except that the N210 features a larger FPGA for customers that intend to integrate custom FPGA functionality.

The USRP Hardware Driver™ is the official driver for all Ettus Research products. The USRP Hardware Driver
supports Linux, Mac OSX, Windows.

USRP™ N200/N210 
NETWORKED SERIES

FEATURES:
™ and Simulink™



Suite 100

P www.ettus.com
F

SPECIFICATIONS

ABOUT ETTUS RESEARCH:
Ettus Research is an innovative provider of  software defined radio hardware, including the 
original Universal Software Radio Peripheral (USRP) family of  products. Ettus Research 
products maintain support from a variety of  software frameworks, including GNU Radio. 
Ettus Research is a leader in the GNU Radio open-source community, and enables users 
worldwide to address a wide range of  research, industry and defense applications. The 

 
Ettus Research is a wholly owned subsidiary of  National Instruments.

Spec Typ. Unit

POWER

A

A

CONVERSION PERFORMANCE AND CLOCKS

100 MS/s

bits

MS/s

bits

50/25 MS/s

Frequency Accuracy 2.5 ppm

w/ GPSDO Reference 0.01 ppm

Spec Typ. Unit

RF PERFORMANCE (W/ WBX)

10 kHz

100 kHz -100

 1 MHz

Power Output 15

0

Receive Noise Figure 5

PHYSICAL

Operating Temperature 0 to 55º

Dimensions (l x w x h) cm

Weight 1.2 kg

USRP™ N200/N210  
NETWORKED SERIES

* All specifications are subject to change without notice.
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